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2 Lévy processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
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Abstract

Let ξ = (ξs)s≥0 be a one-dimensional Lévy process. For any t ∈ (0,∞], functionals of the
type

Iξ(t) :=

∫ t

0

e−ξsds

are often called exponential functionals of Lévy processes. These random variables appear
in the study of different topics such as branching processes in random environments,
self-similar Markov processes, financial mathematics, and many others, as illustrated in
Section 7.

Two of the major results in this thesis are the asymptotics of the following related quan-
tities.

1. In the case where ξ is an increasing process, under a mild condition, the density of
Iξ(eq) and its respective derivatives, where q > 0 and eq ∼ Exp(q) is independent
of ξ.

2. In the case where E[ξ1] < 0 and P(ξ1 > t) ≈ 1/tα for α > 1, the distributional limit
of a scaled version of Iξ(t).

To obtain them, we use a variety of analytic and probabilistic arguments. For the first
problem, this includes a saddle point-type method to the Mellin transform of the quantity
in question. For the second one, this involves Tauberian and regular variation theory,
Laplace and Mellin inversion, potential theory, and complex and asymptotic analysis.
However, in both cases, it would be impossible to argue purely analytically and prob-
abilistic thinking is combined with the techniques listed above throughout the proofs,
which enables us to draw conclusions using this diverse apparatus.

A key object throughout the thesis will be the Bernstein-gamma functions, defined as the
solutions of the equation

f(z + 1) = ϕ(z)f(z), f(1) = 1,

where ϕ is a Bernstein function. This class of functions is of utmost importance, as
the Mellin transform of the exponential functional solves the equation above, so a good
understanding of its solution basically characterises fully the law of the exponential func-
tional. That is why we are driven to obtain many new properties and interpretations of
these functions.

Note that when ϕ(z) = z, the solution of the above equation is the classical gamma
function, motivating the given name. Furthermore, we anticipate that our findings on
Bernstein-gamma functions will prove valuable in various other contexts, just like the
classical gamma function has been.

iv



Chapter I

Introduction

Lévy processes are a natural generalisation in continuous time of classical random walks,
that is, processes (Sn)n∈N with Sn := X1 + · · · + Xn for independent and identically
distributed (iid) (Xi)i∈N. The most prominent example of them is the famous Brownian
motion hinting at their usefulness in modelling, for example, diffusion, fragmentation
or financial markets, but also mathematical structures such as random graphs or maps.
More details and examples in Section 2.

Let ξ = (ξs)s≥0 be a one-dimensional Lévy process. For any t ∈ (0,∞), the random
variable

Iξ(t) :=

∫ t

0

e−ξsds (0.1)

is called the exponential functional of Lévy processes on deterministic horizon. Except
for a fixed t, what is also of interest are exponential functionals when t = ∞ or t = eq
for some q > 0 and eq ∼ Exp(q) independent of ξ:

Iξ(eq) =

∫ eq

0

e−ξsds, Iξ := Iξ(∞) :=

∫ ∞

0

e−ξsds. (0.2)

Some of the first studies on these objects include [Duf89, Duf90, Urb92, Urb95] and since
then they have emerged in different areas of probability theory such as option pricing,
self-similar fragmentations, self-similar Markov processes, and Lévy processes in random
environments. A classical survey of the area is the work of Bertoin and Yor [BY05],
however, in the last 20 years, much progress has been made, and we introduce some of
the main results and methods in Chapter II.

The thesis presents new results on the following asymptotics:

1. Densities of exponential functionals of subordinators.

It is known that when ξ is a non-decreasing Lévy process, or also called a subordi-
nator, the random variable Iξ(eq) has in almost all cases an infinitely differentiable
density with respect to the Lebesgue measure on [0,∞], which we denote by fIξ(eq).
If the drift of the process, see (2.4) for a definition of a drift, is positive, this random
variable has a finite support, and if it is zero, it is supported on (0,∞). In the latter
case, we obtain in Theorem 17.1 that under the mild condition of positive increase,
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see (14.3), the asymptotics, for n ≥ 0 and x→ ∞,

f
(n)
Iξ(eq)

(x)
∞∼
Cϕφ

n
∗ (x)

√
φ′
∗(x)

xn
e−

∫ x
ϕ∗(1)

φ∗(y)
y

dy,

with explicit Cϕ, whose sign depends on n, ϕ the Laplace exponent of the process,
defined, for λ > 0, by

E
[
e−λξ1

]
=: e−ϕ(λ),

and
ϕ∗(z) :=

z

ϕ(z)
, φ∗ := ϕ−1

∗ .

This and other related results are presented in Chapter IV and are based on the
joint work with Mladen Savov [MS23].

2. Exponential functionals on deterministic horizon of Lévy processes which
drift to minus infinity.

Let ξ be a Lévy process, which drifts to minus infinity. In this case, the exponential
functional Iξ(t) tends to infinity as t→ ∞. Under the assumptions of a finite mean
and regularly varying right tail of the process, that is,

E[ξ1] ∈ (−∞, 0), and P(ξ1 > t)
∞∼ ℓ(t)

tα
for some α > 1 and ℓ slowly varying,

see Appendix B for the definition of slow variation, in Theorem 23.1, we obtain
that properly rescaled, the law of Iξ has a weak limit: for any a ∈ (0, 1),

P(Iξ(t) ∈ dy)

yaP(ξ1 > t)

w−−−→
t→∞

νa(dy),

where νa is a finite measure, supported on (0,∞).

We present the joint work with Mladen Savov on this problem in Section V.

An important tool in both Chapter IV and V are the Bernstein-gamma functions, intro-
duced by Patie and Savov in [PS18], and which we present in Chapter III. In order to use
them in the context of the two considered scenarios, we have obtained a lot of new infor-
mation about them, some of which concern, for example, their Stirling-type asymptotics,
see Lemma 19.1, Corollary 19.5, and the proof of Theorem 17.1. Furthermore, using the
two-dimensional generalisation of the Bernstein-gamma functionsWϕ(q, z), we determine
conditions on which their q-derivatives at zero are finite, see Theorem 24.3, and link them
with the harmonic potential of an associated Lévy process, see Lemma 24.1.

1 Mathematical framework and notation

The main objects we will work with are one-dimensional real-valued random processes, so
standardly we will assume working on a probability space (Ω,F ,P) with Ω = D([0,∞))
the space of right-continuous functions with left limits, usually abbreviated from French
as càdlàg. This set can be endowed with the Skorohod topology, and we choose F to be
the induced Borel σ-algebra. We note with E and V ar, respectively, the expectation and
variance under P.
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We will consider random processes as random maps X on the constructed (Ω,F ,P). As
the trajectories ω are functions ω : [0,∞) → R, we noteXt(ω) := X(ω(t)). For a sequence
of stochastic processes {X(λ), λ ≥ 0}, we note the convergence in law on (Ω,F ,P), see
Kallenberg [Kal21, Chapter 23], as

X(λ) d
===⇒
λ→∞

X,

and the weaker notion of finite-dimensional convergence

X(λ) d−−−→
λ→∞

X,

defined, with n ≥ 1 and t1 ≤ · · · ≤ tn, by(
X

(λ)
t1 , X

(λ)
t2 , . . . , X

(λ)
tn

)
d−−−→

λ→∞
(Xt1 , Xt2 , . . . , Xtn).

For set of numbers, we will note R+ := [0,∞); for A ⊂ R, CA := {z ∈ C : Re(z) ∈ A}.
Variables noted m,n, k are assumed to be integers unless stated otherwise, similarly z
is assumed to be a complex number, and all other variables are assumed to be real if
nothing is specified. We denote by × the product of independent random variables.

For f, g : R → R and a ∈ [−∞,∞], we use the following notation for asymptotic rela-
tions:

• f(x) = o(g(x)) as x→ a, if limx→a f(x)/g(x) = 0;

• f(x) = O(g(x)) as x→ a, if lim supx→a |f(x)/g(x)| <∞;

• f ∼ g as x→ a, or also noted as f
a∼ g, if limx→a f(x)/g(x) = 1;

• f ∝ g as x→ a or also noted as f
a∝ g, if f

a∼ cg for some c ∈ (0,∞).

We will work mainly with asymptotics on infinity, so a from the above definitions will be
assumed to be equal to ∞ unless stated otherwise.

We use italics to introduce terms throughout the text.

For general arrangement and style, we tried our best to follow the advice of the 2017
AMS Style Guide.

2 Lévy processes

We recall the definition of a Lévy process: we call ξ := (ξt)t≥0 a Lévy process if

1. ξ0 = 0 a.s.;

2. ξ has independent increments;

3. ξ has stationary increments;

4. ξ has càdlàg trajectories.

The law of ξ is described analytically by the Lévy-Khintchine formula: for each t ≥ 0
and at least for Re(z) = 0,

E
[
ezξt
]
=: etΨ(z), (2.2)

3



with

Ψ(z) = γz +
1

2
σ2z2 +

∫
R

(
ezx − 1− zx1{|x|≤1}

)
Π(dx).

for γ ∈ R, σ ≥ 0, and Π a measure supported on R \ {0} with∫
R
min{1, x2}Π(dx) <∞.

The function Ψ is called the characteristic exponent, or also the Lévy exponent, of ξ.
Also, the quantities γ, σ and Π are referred usually, respectively, as the linear coefficient,
Brownian component, and the Lèvy measure of the process. It is immediate that ξ can
be constructed as the sum of 4 independent components,

ξt = γt+ σBt + ξ
(1)
t + ξ

(2)
t ,

with γt a deterministic linear term, σBt a scaled standard Brownian motion, ξ
(1)
t a CPP

with “large” jumps whose absolute values are larger than 1, and ξ
(2)
t a martingale obtained

as a compensated CPP with “small” jumps with values in [−1, 1].

Let eq be an exponentially distributed random variable with parameter q ≥ 0, which is

independent of ξ. In the case q = 0, we define eq as ∞. We define the killed process ξ̃ to
be equal to

ξ̃t :=

{
ξt, for t < eq;

∞, for t ≥ eq.

The exact value ∞ is not important, as its role is to describe the so-called cemetery state.
The Lévy-Khintchine of this new process is thus

Ψ(z) = −q + γz +
1

2
σ2z2 +

∫
R

(
ezx − 1− zx1{|x|≤1}

)
Π(dx). (2.3)

We call the unkilled process ξ conservative which corresponds also to a killed process
with rate 0. We note that from now on, in most cases, we will be working with killed
processes.

2.1 Some classes of Lévy processes

Subordinators. The class of processes which are the main object of interest in Chapter
IV is the one encompassing non-decreasing Lévy processes. Such processes are named
subordinators following the work of Bochner [Boc55].

What is of vital importance when working with subordinators is that, since they are
non-negative processes, we can work with their Laplace exponent. If ξ is a subordinator,
which is potentially killed at rate q, we can define, for each λ ≥ 0,

ϕ(λ) := ln
(
E
[
e−λξ1

])
= q + dλ+

∫
(0,∞)

(
1− e−λy

)
µ(dy), (2.4)

with the Lévy measure µ, supported on (0,∞), satisfying∫
(0,∞)

min{1, y}µ(dy) <∞.
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The term d is called the drift of the process because, for t < eq, we can write

ξt = dt+
∑
0≤s≤t

∆s,

with ∆ a Poisson point process with characteristic measure µ.

The class of all such functions ϕ is also known in analysis under the name Bernstein
functions.

We note also that by analytic extension, we can extend the function ϕ to the entire
positive half-plane, that is, for Re(z) ≥ 0, we define

ϕ(z) := log0
(
E
[
e−zξ1

])
= q + dz +

∫
(0,∞)

(
1− e−zy

)
µ(dy), (2.5)

with log0 being the principal branch of the complex logarithm, and the function is analytic
on Re(z) > 0 and continuous on Re(z) ≥ 0.

We also introduce the two-dimensional subordinators ξ := (ξ(1), ξ(2)) being [0,∞)2-valued
processes with stationary and independent increments, and each component having càdlàg
trajectories. We define their Laplace exponent, for α, β ≥ 0,

κ(α, β) := ln
(

E
[
e−αξ

(1)
1 −βξ(2)1

])
= q + d1α + d2β +

∫
(0,∞)2

(
1− e−αx−βy

)
µ(dx, dy), (2.6)

with q ≥ 0 the killing rate, d1, d2 ≥ 0 the drift terms, and Lévy measure µ satisfying∫
(0,∞)2

min
{
1,
√
x2 + y2

}
µ(dx, dy) <∞.

As in the univariate case, we can extend κ analytically to C(0,∞)×C(0,∞) and continuously
on C[0,∞) × C[0,∞).

In this section of the thesis are also presented the classes of convolution equivalent and
subexponential Lévy processes.

3 The ladder process and the Wiener-Hopf factori-

sation

We present fundamental results regarding the so-called ladder process. Let us first define
the running supremum process:

St := sup
s≤t

ξt,

and L := (Lt)t≥0 be a local time at the maximum. Note that if L is such a process, then
cL for c > 0 would also be a local time at the maximum. To obtain the times at which ξ
attains a maximum, let us introduce the inverse local time process, for L∞ := limt→∞ Lt,
define

L−1
t :=

{
inf{t ≥ 0 : Ls > t}, if t < L∞;

∞, otherwise,

5



which is also called the ascending ladder time process. Next, we introduce the ascending
ladder height process as

Ht :=

{
SL−1

t
= XL−1

t
, if t < L∞;

∞, otherwise.

It turns out that L∞ is exponentially distributed. If we call its parameter q, we obtain
that the ascending ladder process (L−1, H) is a bivariate subordinator killed at rate q.

Similarly, we define the descending ladder process (L̂−1, Ĥ) as the ascending ones of −ξ.
Let us define the Laplace exponents of the two ladder processes to be, for Re(α), Re(β) ≥
0,

κ+(α, β) := ln
(

E
[
e−αL

−1
1 −βH1

])
, and κ−(α, β) := ln

(
E
[
e−αL̂

−1
1 −βĤ1

])
.

These two functions have a very convenient representation in terms of the law of ξ due
to a result of Fristedt [Fri74] who established that

κ±(q, z) = c± exp

(∫ ∞

0

∫
[0,∞)

(
e−t − e−qt−zx

t

)
P(±ξt ∈ dx)dt

)
, (3.2)

where c+ and c− are some positive constants which depend on the choien local time. This
in particular means that using a particular version of L, we can fix either one of c+c− = 1,
c+ = 1, or c− = 1. It turns out that in the case where ξ is not a CPP,

Ψ(z)− q = −κ+(q,−z)κ−(q, z),

which is called Wiener-Hopf factorisation of Ψ. It represents Ψ as the product of two
functions of z such that the first is analytic on Re(z) < 0 and the second on Re(z) > 0.
Such types of factorisation are useful when solving various types of partial differential
equations were introduced by Wiener and Hopf about 1931 in [WH31] while solving a
special type of integral equation.

To account for a potential atom at 0 of the law of ξ, let us introduce the function

h(q) := exp

(
−
∫ ∞

0

(
e−t − e−qt

t

)
P(ξt = 0)dt

)
.

If we define, for q ≥ 0 and Re(z) ≥ 0,

ϕ+(q, z) = exp

(∫ ∞

0

∫
[0,∞)

(
e−t − e−qt−zx

t

)
P(ξt ∈ dx)dt

)
,

ϕ−(q, z) = exp

(∫ ∞

0

∫
(0,∞)

(
e−t − e−qt−zx

t

)
P(ξt ∈ −dx)dt

)
,

and fix the local time L such that c+c− = 1, we obtain the Wiener-Hopf factorisation,
for z ∈ iR,

Ψ(z)− q = −ϕ+(q,−z)ϕ−(q, z) = −h(q)κ+(q,−z)κ−(q, z). (3.3)

6



Chapter II

Exponential functionals of Lévy
processes

We recall that we defined the exponential functionals of Lévy processes in (0.1) and (0.2)
as

Iξ(t) :=

∫ t

0

e−ξsds, Iξ(eq) =

∫ eq

0

e−ξsds, and Iξ := Iξ(∞) :=

∫ ∞

0

e−ξsds. (3.1)

4 The exponential functional on infinite horizon, Iξ :=

Iξ(∞).

We have the following result.

Theorem 4.1 ([BY05, Theorem 1]). The following assertions are equivalent:

(i) Iξ <∞ a.s.;

(ii) P(Iξ <∞) > 0;

(iii) limt→∞ ξt = ∞ a.s.;

(iv) limt→∞ ξt/t > 0 a.s.;

(v)
∫∞
1

P(ξt ≤ 0)dt/t <∞.

4.1 Link with generalised Ornstein-Uhlenbeck processes.

The first major progress in the area of exponential functionals was the work of Carmona,
Petit, and Yor, [CPY97] which establish:

1. in [CPY97, Proposition 2.1] that if ξ is such that E[ξ1] > 0,E[|ξ1|] <∞, and

ξt = ct+ σBt + τ+t − τ−t ,

where c ∈ R, B is a Brownian motion, τ± are subordinators, and the three processes
are mutually independent, then Iξ has infinitely divisible density which solves a
integro-differential equation, see [CPY97, (1.1)].
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The conclusions of [CPY97] are drawn by characterising the law of Iξ as the station-
ary measure of a generalised Ornstein-Uhlenbeck process. This family of processes
is constructed as follows: for a Lévy process ξ, the generalised Ornstein-Uhlenbeck
process Uξ is defined, for t ≥ 0 and x ≥ 0, by

U ξ
t (x) = xe−ξt + e−ξt

∫ t

0

eξsds
d
= xeξt +

∫ t

0

e−ξsds.

For basic information on these processes, see Appendix 1 of [CPY97]. Therefore,
when ξ drifts to infnity, and thus by Theorem 4.1, Iξ is finite, we see that

U ξ
∞(x)

d
= Iξ.

This approach is generalised in [CPY01, Theorem 3.1], linking the invariant dis-
tribution of a two-dimensional generalised Ornstein-Uhlenbeck processes, i.e. for a
two-dimensional Lévy process (ξ, η),

U ξ,η
t (x) = xe−ξt + e−ξt

∫ t

0

eξsds
d
= xeξt +

∫ t

0

e−ξsdηs

with the law of
∫∞
0
e−ξtdηs.

The link with one-dimensional generalised Ornstein-Uhlenbeck processes was also
used in [PPS12, Theorem 1.2] to obtain that, under mild conditions if ξ drifts to
∞, Iξ can be factorised as

Iξ
d
= IH × IY

Ĥ
, (4.3)

where H is the ascending ladder height process and YĤ is an independent process
of H, which has only positive jumps, constructed by the descending ladder height
process Ĥ. A generalisation of the last result that is true for all ξ,

Iξ
d
= IH ×XĤ ,

with XĤ a positive random variable is obtained in [PS18, Theorem 2.22], and we
consider this in more detail in Section III.

2. in [CPY97, Proposition 3.1] the equation, for z ∈ [0,∞) such that Ψ(−z) < 0

E
[
Izξ
]
=

−z
Ψ(−z)

E
[
Iz−1
ξ

]
.

This equation was further analysed by Maulik and Zwart in [MZ06] and understood
in depth for complex z in [PS18] motivating the definition of Bernstein-gamma
functions.

4.2 Connection with self-similar Markov processes. The Lam-
perti transform.

We have mentioned that the explicit law of the exponential functional is usually not
available as it is in the case where the underlying process ξ is a Brownian motion with
positive drift, (4.1). However, it turns out that in some cases it can be linked with
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the distribution at time 1 of a specific class of random processes called positive self-
similar.

We call a [0,∞)-valued strong Markov process X positive self-similar Markov process
with index of self-similarity 1/α (or also 1/α-self-similar) if there exists α > 0 such that,
for any x > 0 and c > 0,

the law of (cXc−αt, t ≥ 0) under Px is Pcx, (4.4)

where Px is the law of X starting at x. If it is possible to define P0, we obtain that under
P0,

(Xkt, t ≥ 0)
d
= (kαXt, t ≥ 0).

A fundamental result of Lamperti [Lam62] shows the universality of self-similar pro-
cesses:

Theorem 4.2 ([Lam62, Theorem 2] in the form of [EM00, Theorem 3.1]). Suppose X is
a stochastic process which is a.s. continuous at t = 0 and the law of Xt is non-degenerate
for each t > 0. If there exist a stochastic process Y and real numbers {a(λ), λ ≥ 0} with
a(λ) > 0, limλ→∞ a(λ) = ∞ such that

1

a(λ)
Yλt

d−−−→
λ→∞

Xt,

then X is self-similar with some index of similarity α > 0. Moreover a(λ) = λαℓ(λ) for
some slowly varying function ℓ (see Appendix A for definition).

We recall that the famous Donsker theorem, e.g. [Kal21, Theorem 22.9], states that if
X1, X2, . . . are iid with E[X1] = 0 and E[X2

1 ] = 1, then

1

n1/2

⌊nt⌋∑
j=1

Xj
d

===⇒
n→∞

Bt, (4.5)

and that the Brownian motion is a 1/2-self-similar process. Therefore, Theorem 4.2
characterises general self-similar processes as those which appear in limits similar to
(4.5).

In 1972, Lamperti proved in [Lam72, Theorem 4.1] that there is a bijective correspondence
between positive α-self-similar Markov processes and Lévy processes for each α > 0, see
(4.6) and (4.7) in the thesis.

By the scaling property, (4.4) the asymptotics of self-similar processes at infinity are
linked with the limiting behaviour of Px at 0+: it holds that there exists a probability
measure P0, called entrance law from 0+, such that, for any y > 0,

Py(t
−1/αXt ∈ dx)

w−−−→
t→∞

P0(X1 ∈ dx)

if and only if
Px0(X1 ∈ dx)

w−−−−→
x0→0+

P0(X1 ∈ dx).

We have the following result, using the notation Px and X as above:

9



Theorem 4.3. [BY02a, Theorem 1] Suppose ξ is not arithmetic, i.e. does not live on
rZ for some r > 0, and E[ξ1] = m > 0. Then

(i) the entrance law P0 exists;

(ii) we have the distributional equality, for each t ≥ 0 and measurable f : R+ → R+,

E0(f(X
α
t )) =

1

αm
E

[
f(t/Iαξ)

Iαξ

]
.

In particular,

P0

(
1

Xα
1

∈ dx

)
=

1

αm

P(Iαξ ∈ dx)

x
. (4.8)

4.3 Moments of Iξ

We recall that in order the moments of Iξ to be finite, by Theorem 4.1, we need at least
that ξ drifts to infinity.

Calculating the moments of Iξ is a subcase of the same problem for Iξ(eq) by setting
q = 0, and the two problems were usually solved together. However, for a smoother
presentation, we will now stick to Iξ and consider the latter in Section 5.2.

First analysed in some cases and real z by Carmona et al. in [CPY97, Proposition 3.1],
the key equation for calculating the moments of Iξ was identified to be

E
[
Izξ
]
=

−z
Ψ(−z)

E
[
Iz−1
ξ

]
. (4.10)

Of course, whether the quantities in (4.10) are finite depends on the nature of the process
ξ. This recurrence equation was understood in depth for respective regions of the complex
plane in [PS18] and its solution was given in terms of Bernstein-gamma functions. We
note that [PS18, Theorem 2.4] establishes explicit criteria for the finiteness of E

[
Iaξ
]
in

terms of the analytic properties of the Wiener-Hopf factors ϕ± of Ψ. We provide for
completeness classical results which were milestones in the field.

Theorem 4.4. (i) ([CPY97, Proposition 3.1, Proposition 3.3]) Suppose ξ is a subor-
dinator. Then, for each integer n ≥ 1,

E
[
Inξ
]
=

(−1)nn!

Ψ(−1)Ψ(−2) · · ·Ψ(−n)
.

Moreover, the distribution of Iξ is determined by the moments above.

(ii) ([BY02b, Proposition 2]) Suppose that ξ drifts to infinity and has exponential mo-
ments, that is, for any λ, t ≥ 0,

E
[
eλξt
]
= etΨ(λ) <∞.

Then, for each integer n ≥ 1,

E
[
I−nξ
]
= E[ξ1]

Ψ(1)Ψ(2) · · ·Ψ(n− 1)

(n− 1)!
.

If, in addition, ξ does not have positive jumps, then the distribution of Iξ is deter-
mined by the moments above.
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4.4 Tail asymptotics for Iξ. Asymptotics of its density

Before we tract the research on the tail asymptotics of Iξ, we first note that it was
established without any restrictions on ξ by Patie and Savov in [PS18, Theorem 2.11] on
a logarithmic scale to be

lim
x→∞

ln(P(Iξ > x))

ln(x)
= c ∈ [−∞, 0],

including the case of killed processes, which means that it holds for the functionals Iξ(eq)
too, which we consider in Section 5.

The available results are summarised in the following theorem.

Theorem 4.5. 1. ([Riv05, Lemma 4], [PS18, Theorem 2.11]) If ξ is non-lattice and
that there exists a finite θ = u− > 0 such that

E
[
e−θξ1

]
= 1, and

∣∣E[ξ1e−θξ1]∣∣ <∞,

then
P(Iξ > t) ∝ t−θ.

2. ([MZ06, Theorem 4.1]) If ξ is not spectrally negative, ξ ∈ S0, and E[ξ1] ∈ (0,∞),
then

P(Iξ > t) ∝
∫ ∞

ln t

Π+(s)ds.

3. ([Riv12, Theorem 1], [AR23, Theorem 2.9]) If ξ ∈ Sα for some α > 0, and E
[
eαξ1

]
<

1, then
P(Iξ > t) ∝ Π+(ln t).

4. ([Haa24, Theorem 1], [MS23, Theorem 3.1]) If ξ is a driftless subordinator, define
the functions ϕ, ϕ∗, and φ∗ by

e−ϕ(λ) := E
[
e−λξ1

]
, ϕ∗(z) :=

z

ϕ(z)
, and φ∗ := ϕ−1

∗ .

Then if

lim sup
x→∞

xϕ′(x)

ϕ(x)
< 1,

it holds that

P(Iξ > t) ∝
t
√
φ′
∗(t)

φ∗(t)
e−

∫ t
ϕ∗(1)

φ∗(y)
y

dy.

To state our next result, we need the variable NΨ from [PS18, (2.18)]. Its exact value is
available in the last reference, but for a lighter presentation, we only note that

NΨ ∈


{0} if ξt = ct for some c > 0;

(0,∞) if ξ is a CPP with a positive drift, and ξt ̸= ct for some c > 0;

{∞} otherwise.

(4.12)
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Furthermore, we introduce the class of weakly non-lattice processes ξ, introduced in
[PS18, (2.29)], as those for which

u− ∈ (−∞, 0) and lim inf
|b|→∞

|b|k|Ψ(u− + ib)| > 0,

which is a subclass of the non-lattice one. Let us also define the class Ck
0 to be the class

of k times differentiable functions with their k derivatives vanishing at infinity. With this
in hand, we have the following result.

Theorem 4.6. 1. ([BLM08, Theorem 3.8]) If Iξ is finite, the distribution function
FIξ := t 7→ P(Iξ ≤ t) is differentiable.

2. ([PS18, Theorem 2.4.3]) The function FIΨ belongs to the class C
⌈NΨ⌉−1
0 .

3. ([PS18, Theorem 2.11]) If ξ is weakly non-lattice and∣∣E[ξ21eu−ξ1]∣∣ <∞,

then, for each n ≤ ⌈NΨ⌉ − 2,

f
(n)
Iξ

(t) ∝ tu−−n−1.

4. ([MS23, Theorem 3.1]) If ξ is a subordinator with positive increase, then, for each
n ≥ 0,

f
(n)
Iξ

(t) ∝
φn∗ (t)

√
φ′
∗(t)

tn
e−

∫ t
ϕ∗(1)

φ∗(y)
y

dy.

5 The exponential functional at random times eq ∼
Exp(q), Iξ,q := Iξ(eq)

Considering the exponential functional time, extending it to a random exponential time is
a natural generalisation of Iξ. Indeed, when allowing q = 0, Iξ,0 is precisely Iξ. The initial
motivation for exploring this concept arose from examining the expectation of Iξ,q,

E[Iξ,q] = E

[∫ eq

0

e−ξsds

]
= E

[∫ ∞

0

∫ t

0

e−ξsqe−qtdsdt

]
= q

∫ ∞

0

e−qtE[Iξ(t)]dt,

which is in essence the Laplace transform of Iξ(t). Analysing the distribution of Iξ(t)
directly is often challenging, and this motivated the result mentioned in (3.4) by Yor,
[Yor92a, Theorem 2],

2IBµ(eq)
d
=
B1,α

Γβ,1

for independent B1,α ∼ Beta(1, α) and Γβ,1 ∼ Gamma(β, 1) with α := (µ+
√

2λ+ µ2)/2
and β := α−µ. However, it proves challenging to derive other explicit results for the law
of Iξ,q. Notably, there exist such for a specific type of subordinators by Möhle in [Mö15,
Section 2].

We present the results in an order which mimics Section 4 and not chronologically, so
that comparisons are immediate.
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5.1 Density of Iξ,q. Generalisation of the Carmona-Petit-Yor
equation and the link with generalised Ornstein-Uhlenbeck
proceses

We recall that Bertoin et al. [BLM08, Theorem 3.9] proved that Iξ has a density, which
we note fIξ . This was extended to Iξ,q for q > 0 by Pardo et al. in [PRvS13, Theorem 2.1],
where the CPY equation was also generalised for subordinators in Theorem 2.3 therein.
The further extension to q = 0 was made by Behme et al., see [BLR21, Remark 5.9].

We have introduced in Section 4.1 the generalised Ornstein-Uhlenbeck processes as

U ξ,η
t (x) = xe−ξt + e−ξt

∫ t

0

eξsds
d
= xeξt +

∫ t

0

e−ξsds,

and characterised the exponential functional Iξ as its stationary distribution. For killed
processes, an analogous result was obtained by Behme et al. [BLRR21]. More precisely,
first observe that generalised Ornstein-Uhlenbeck processes can be defined as the unique
solution of the stochastic differential equation

dXt = Xt−dUt + dt,

where the process U is defined implicitly by

E(U)t = e−ξt , with E0 = 1, dE(U)t = E(U)tdUt. (5.1)

Behme et al. [BLRR21] proved that the law of Iξ,q is the unique stationary distribution
of the Markov process defined by

dXt = Xt−dŨt + dt,

where, with U defined in (5.1) and a Poisson process Nq of parameter q ≥ 0,

Ũ := U −Nq.

As in Section 4.1, the conclusions of this subsection were often drawn for the more
general exponential functionals

∫∞
0
e−ξtdηs. In particular, for the Carmona-Petit-Yor

equation, see [KPS12, BLR21], for tail asymptotics [KPS12], for the support [BLRR21],
and [BLR21] for the link with Ornstein-Uhlenbeck processes. For an overview of all these,
see the thesis [Rek21].

5.2 Moments of Iξ,q.

We have already discussed the case q = 0 in Section 4.3, so let us assume now that q > 0.
In this case, the exponential functional is finite a.s., as noted in [PS18, (2.20)]. Again,
an analogue of the recurrence relation (4.10) holds true,

E
[
Izξ,q
]
=

−z
Ψq(−z)

E
[
Iz−1
ξ,q

]
,

where
Ψq(z) := Ψ(z)− q

being the characteristic exponent of the killed ξ is vital for understanding the moments of
Iξ,q, and [PS18, Theorem 2.18] establishes precise conditions for the finiteness of E

[
Iaξ,q
]

in terms of the analytic properties of the Wiener-Hopf factors of Ψ.

13



5.3 Tail asymptotics for Iξ,q. Asymptotics for its density

For the case q = 0, see Section 4.4. We now assume that q > 0 unless stated other-
wise.

We have seen that the results on the moments of Iξ were usually obtained on the more
general Iξ,q. However, for the tail behaviour, the generalisation came later. The analogue
of Theorem 4.5 is the following:

Theorem 5.1. 1. ([Riv05, Lemma 4], [PS18, Theorem 2.11]) If ξ is non-lattice and
that there exists θ > 0 such that

E
[
e−θξ1

]
= 1, and

∣∣E[ξ1e−θξ1]∣∣ <∞,

then
P(Iξ,q > t) ∝ t−θ.

2. (i) ([AR23, Theorem 2.9]) If ξ is not spectrally negative, ξ ∈ S0, and E[ξ1] ∈
(−∞, 0),

or

(ii) ξ ∈ Sα for some α > 0, and E
[
eαξ1

]
< 1,

then
P(Iξ,q > t) ∝ Π+(ln t).

3. ([MS23, Theorem 3.1]) )If ξ is a driftless subordinator, define functions ϕ, ϕ∗, and
φ∗ by

e−ϕ(λ) := E
[
e−λξ1

]
, ϕ∗(z) :=

z

ϕ(z)
, and φ∗ := ϕ−1

∗ .

Then if

lim sup
x→∞

xϕ′(x)

ϕ(x)
< 1,

it holds that

P(Iξ,q > t) ∝
t
√
φ′
∗(t)

φ∗(t)
e−

∫ t
ϕ∗(1)

φ∗(y)
y

dy.

The available asymptotics for the density are practically the same as in the case of non-
killed subordinators, see Theorem 4.6.

Theorem 5.2. 1. ([BLM08, Theorem 3.8], [PRvS13, Theorem 2.1], [PS18, Theorem
2.4.3]) The distribution function FIξ,q := t 7→ P(Iξ,q ≤ t) belongs to the class

C
max{1,⌈NΨ⌉−1}
0 , with NΨ, defined in (4.12).

2. ([PS18, Theorem 2.11]) If ξ is weakly non-lattice and∣∣E[ξ21eu−ξ1]∣∣ <∞,

then, for each n ≤ ⌈NΨ⌉ − 2,

f
(n)
Iξ

(t) ∝ tu−−n−1.
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3. ([MS23, Theorem 3.1]) If ξ is a subordinator with positive increase, then, for each
n ≥ 0,

f
(n)
Iξ

(t) ∝
φn∗ (t)

√
φ′
∗(t)

tn
e−

∫ t
ϕ∗(1)

φ∗(y)
y

dy.

6 The exponential functional on deterministic hori-

zon, Iξ(t)

The exponential functional on deterministic horizon is the hardest object among the three
types we are considering, that is, alongside Iξ and Iξ,q. The explicit law of Iξ(t) is known
in a small number of cases, notably for Brownian motion with drift. However, the law,
although explicit, is sophisticated; see [AMS01, Yor92a] or the survey [MY05, Section
4].

We start by presenting the general results available for the moments of Iξ(t).

6.1 Moments of Iξ(t).

The existence of moments of Iξ(t) was fully characterised in [PS18, Theorem 2.18] using
the characteristics of Ψ, defined in (4.11). However, explicit results are rare. One of
them is in the case of a Brownian motion and can be found in [MY05, Section 5]. In a
recent work, Palmowski et al. [PSS24, Lemma 2.1] established the convolutional identities
between Iξ and I−ξ, for ξ a Lévy process which is not a CPP and Re(z) ∈ (0, 1),∫ t

0

E
[
I−zξ (t− s)

]
E
[
Iz−1
−ξ (s)

]
ds =

π

sin(πz)
.

In the symmetric case, that is ξ
d
= −ξ, when ξ is not a CPP, this resulted in the surprising

explicit identity that

E

[
1√
Iξ(t)

]
=

1√
t
.

This was observed by Yor [Yor92a, (1.e)] in the case of a Brownian motion. In addition,
Palmowski et al. established in [PSS24, Theorem 2.10] an infinite series expansion for
the moments when ξ is a subordinator, extending the work of Barker and Savov [BS21,
Theorem 2.14]. For the simple cases of integer moments and a Brownian motion or
a CPP, there are also finite sums representations of E

[
Inξ
]
in Salminen and Vostrikova

[SV18, Example 5 and 6]. Such results are convenient as they give a possible numerical
method for the computation of the moments. Another possibility is to use the recurrent
integral equation system of [SV18, Theorem 1, Theorem 2], see also [PSS24, Remark
2.17].

It should be noted that one of the initial motivations of Yor [Yor92a] behind the intro-
duction of the exponential functional at random exponential times eq is that

E
[
Iαξ,q
]
:= E

[
Iαξ (eq)

]
=

∫ ∞

0

qe−qtE
[
Iαξ (t)

]
dt,

which is exactly the Laplace transform of E
[
Iαξ (t)

]
. Therefore, using Laplace (or Mellin)

inversion techniques, it is possible to recover the moments at a fixed horizon.
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6.2 Asymptotic results. Weak limit of the scaled Iξ(t)

In this section, we consider processes for which Iξ = ∞ a.s. By Theorem 4.1, this
means that the process ξ either oscillates or drifts to minus infinity. Recent interest
in such results stems from their usefulness in analysing branching processes in random
environment, which we present in Section 7.1. What is often of interest for applications
is the behaviour of expectations

E[F (Iξ(t))] as t→ ∞,

where F : R → R depends on the specific case. Such results are available in [PPS16,
Theorem 1.2], [LX18, Theorem 2.9], [Xu21, Theorem 4.3], and [Xu23] for different classes
of functions. Such results are immediate if we can prove that Iξ(t) has a weak limit in
some sense. We first present the two cases where this is possible and, therefore, provide
the strongest results.

Theorem 6.1. 1. ([PS18, Theorem 2.20.2]) Let ξ be an oscillating Lévy process, that
is lim supt→∞ = − lim inft→∞ = ∞ a.s., which fulfils the Spitzer’s condition

lim
t→∞

P(ξt < 0) = ρ ∈ [0, 1).

Then κ−(q, 0)
0∼ qρℓ(q) for some ℓ ∈ SV0, and, for any a ∈ (0, 1− a+),

tρP(Iξ(t) ∈ dy)

yaℓ(1/t)

w−−−→
t→∞

ν̃a(dy),

where ν̃a is a finite measure, supported on (0,∞), with a distribution function given
by

ν̃a((0, x]) = − 1

2πΓ(1− ρ)

∫
Re(z)=b

x−z

z
MΨ(0, z + 1− a)dz

for all b ∈ C(a−1+a+,0). As a consequence, for every function F : (0,∞) → R such
that, for some a ∈ (0, 1), x 7→ xaF (x) is bounded and continuous,

tρ

ℓ(1/t)
E[F (Iξ(t))] −−−→

t→∞

∫
(0,∞)

yaF (y)ν̃a(dy) <∞.

2. (Theorem 23.1, Corollary 23.3) Let ξ be a Lévy process with a finite negative mean
and

P(ξ1 > t)
∞∼ ℓ(t)

tα

for some α > 1 and ℓ ∈ SV∞. Then, for any a ∈ (0, 1),

tαP(Iξ(t) ∈ dy)

yaℓ(t)

w−−−→
t→∞

νa(dy),

where νa is a finite measure, supported on (0,∞), with a distribution function given
by, for any b ∈ C(a−1,0),

νa((0, x]) =
1

Cϕ

∫
Rez=b

x−z

z
MΨ(0, z + 1− a)dz with Cϕ = −2πiϕ+(0, 0)(−E[ξ1])

α.
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As a consequence, for every function F : (0,∞) → R such that, for some a ∈ (0, 1),
x 7→ xaF (x) is bounded and continuous,

tα

ℓ(t)
E[F (Iξ(t))] −−−→

t→∞

∫
(0,∞)

yaF (y)νa(dy) <∞. (6.1)

A convenient corollary of Theorem 6.1.1 can be extracted in the case

E[ξ1] = 0, and V ar(ξ1) <∞.

Under these conditions, by the central limit theorem, for each step h > 0, as n → ∞,
P(Xnh > 0) → 1/2. It can then be concluded, for example as in [GS94, Proposition 4.6]
that

lim
t→∞

P(ξt < 0) = ρ = 1/2,

so the theorem gives

lim
t→∞

√
tE
[
I−aξ (t)

]
= C ∈ (0,∞), and lim

t→∞

√
tE[F (Iξ(t))] = CF ∈ (0,∞) (6.2)

for all F such that x 7→ xaF (x) is bounded and continuous.

7 Applications and examples

7.1 Random processes in random environment

One of the first applications of exponential functionals when analysing diffusion processes
in random environment is apparent from the works of Brox [Bro86] and Kawazu and
Tanaka [KT93], who observed that for a diffusion with a random Brownian potential X,
it holds that

P

(
max
s≥0

Xs > t

)
= E

[
IB′

IB′ + IB(t)

]
,

in [KT93], Kawazu and Tanaka obtain the asymptotics of the maximum of this process.
This is generalised when the potential V is composed of two Lévy processes in [CPY97,
Section 4.1].

Recent interest in processes in a random environment stems from their use in modelling
continuous branching processes. In this scenario, exponential functionals appear in the
estimation of survival probabilities and explosion rates of the branching process.

7.2 Extinction times of self-similar processes

Another area where exponential functionals are a major tool is the analysis of extinction
times of self-similar process. This is in view of the Lamperti transform, which we pre-
sented in Section 4.2. We present the standard (α, ν)-fragmentation model in the thesis
and discuss related results.
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7.3 Financial Mathematics

One of the main motivations behind the initial interest in exponential functionals during
the 1990s was the pricing of Asian options and related quantities, such as perpetuities
[Duf90] or annuities [GY93].

Consider the following standard model for the price of an asset,

At := A0e
ξt ,

where ξ is a Lévy process. An Asian option with fixed maturity T is a financial contract
with payoff which is determined by the average price of the asset over the period [0, T ].
Hence, this can be considered as a more safe contract compared to the classical European
option, where only the price at time T is relevant. Setting the strike price of the Asian
option to K, its payoff is therefore

max

{
1

T

∫ T

0

Asds−K, 0

}
=:

(
1

T

∫ T

0

A0e
ξsds−K

)
+

,

using the notation x+ := max{x, 0}. Therefore, the mathematical problem of evaluating
the fair price of the option is related to calculating expectations of the type

Cξ(t, a) := E
[
(I−ξ(t)− a)+

]
for a, t > 0. The explicit evaluation of the last expression turned out to be a difficult task,
even in the case of a Brownian motion. See the thesis for a more detailed discussion.

7.4 Other applications

We have already seen in Section 4.2 that the Lamperti transform, see (4.7), is a basic tool
in understanding positive self-similar Markov processes, and therefore the relevance of the
exponential functionals is natural. Another topic we have already touched upon is the
emergence of exponential functionals as stationary distributions of generalised Ornstein-
Uhlenbeck processes, see Section 4.1 Exponential functionals appear also as a tool in the
studies involving spectral theory of some non-reversible Markov semigroups, see Patie et
al. [PSZ19] and Patie and Savov [PS21]. Another interesting occurrence of the exponen-
tial functional is the area of non-parametric Bayesian statistics, see [ELP03].
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Chapter III

Bernstein-gamma functions

8 Introduction

In this chapter, we present the Bernstein-gamma functions introduced by Patie and Savov
in [PS18, Chapter 4].

Let −Ψ be a continuous negative definite function, see Section 11.1 for a definition.
Equivalently, this means that Ψ is the characteristic exponent of a Lévy process. It turns
out that solving in the space of analytic functions of the functional equation

MΨ(z + 1) =
−z

Ψ(−z)
MΨ(z), MΨ(z) = 1 (8.2)

can be reduced to solving equations in the class of Mellin transforms of positive random
variables of the type

Wϕ±(z + 1) = ϕ±(z)Wϕ±(z), Wϕ±(1) = 1, (8.3)

with ϕ± members of the class of Bernstein functions. In fact, ϕ± are exactly the Wiener-
Hopf factors defined by the factorisation, for z ∈ iR,

Ψ(z) = −ϕ+(−z)ϕ−(z),

which is the one-dimensional version of (3.3). Having defined the Bernstein-gamma
functions Wϕ± , then we know from [PS18, Theorem 2.1] that a solution of (8.2), at least
on some regions of C, is the function

MΨ =
Γ(z)

Wϕ+(z)
Wϕ−(1− z),

see Section 11 for a precise statement.

The most trivial example of a Bernstein function is the identity z 7→ z. In this case (8.3)
becomes the well-known equation

Γ(z + 1) = zΓ(z), Γ(1) = 1,

which is valid on C \ {−1,−2, . . . }, whose solution is the famous Euler gamma function.
This analogy makes clear the motivation behind the term Bernstein-gamma functions
for the solutions Wϕ of (8.3). In the following two sections, we provide more proper-
ties of the classical gamma function, which can be generalised to all Bernstein-gamma
functions.
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9 Representations

9.1 Mellin transform of random variables

We recall that the gamma function can be defined on Re(z) > 0 as

Γ(z) =

∫ ∞

0

xz−1e−xdx.

Therefore, it is exactly the Mellin transform of an exponentially distributed random
variable with parameter 1. An analogue of the latter is true for all Bernstein-gamma
functions as by definition, see above (8.3) or Section 11, a Bernstein-gamma function Wϕ

is the Mellin transform of a positive random variable. Therefore, there exists a positive
Yϕ such that

Wϕ(z) = E
[
Y z−1
ϕ

]
. (9.1)

Moreover, by [PS21, Theorem 6.0.1 (1)], Yϕ is characterised by its entire moments via,
for each n ≥ 1,

E
[
Y n
ϕ

]
= Wϕ(n) =

n∏
k=1

ϕ(k).

9.2 Weierstrass product

Another well-known representation of the gamma function is due to Weierstrass: for
z ∈ C \ {−1,−2, . . . },

Γ(z) =
e−γz

z

∞∏
k=1

k

k + z
ez/k,

where γ is the Euler-Mascheroni constant

γ := lim
n→∞

(
n∑
k=1

1

k
− ln(n)

)
.

This result is available, for example, as [Vio16, Theorem 6.3]. The generalisation to
Bernstein-gamma functions is due to [PS21, Theorem 6.0.1 (2)]: at least on Re(z) >
0,

Wϕ(z) =
e−γϕz

ϕ(z)

∞∏
k=1

ϕ(k)

ϕ(k + z)
eϕ

′(k)z/ϕ(k),

where

γϕ := lim
n→∞

(
n∑
k=1

ϕ′(k)

ϕ(k)
− ln(ϕ(n))

)

9.3 Malmstèn formula

The next identity that we consider is the so-called Malmstèn formula, see [EMOT53, (1)
on p.21], on Re(z) > −1,

log0(Γ(z + 1)) =

∫ ∞

0

(
e−zy − 1− z(e−y − 1)

ey − 1

)
dy

y
.
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The version for Bernstein-gamma functions was established in some cases on the real line
by Hirsch and Yor [HY13, Theorem 3.1] and Berg [Ber07, Theorem 2.2]. Following Patie
and Savov [PS18, Theorem 4.17.1] for Re(z) > −1, we have

log0(Wϕ(z + 1)) = z ln(ϕ(1)) +

∫
[0,∞)

(
e−zy − 1− z(e−y − 1)

ey − 1

)
kϕ(dy)

y
,

where the measure kϕ(dy) is defined in [PS18, Theorem 4.7 (4.15)] and, from [PS18,
(5.37)], have Laplace transforms, for λ > 0,∫

[0,∞)

e−λykϕ(dy) =
ϕ′(λ)

ϕ(λ)
.

Let ξ be a Lévy process. When we work with Bernstein functions κq,±(z) which are the
Laplace exponents of the ladder process of ξ, that is in the notation of (3.3),

κq,±(z) := κ(q, z),

in Chapter V, we obtain a new probabilistic representation of the associated measures
kq,±(dy) via the harmonic potential of ξ:

kq,±(dy)
(25.8)
= y

∫ ∞

0

e−qt
P(ξt ∈ ±dy)

t
.

See Lemma 24.1 for more information.

10 Stirling asymptotics

The first-order asymptotics of the factorial

n! = Γ(n+ 1)
∞∼

√
2πn

(n
e

)n
=

√
2πn

e
exp

(∫ n

1

ln(y)dy

)
were obtained first by De Moivre with the exact constant

√
2π due to Stirling with both

works published in 1730, see the historical note by Pearson [Pea24]. Following these
results, it is standard to refer to their generalisation to the gamma and related functions
as Stirling asymptotics.

Concerning Bernstein-gamma functions, the most convenient expression for their Stirling
asymptotics is obtained by Barker and Savov in [BS21, Theorem 2.9]. Previous results
have been derived by Patie and Savov [PS18], and when considering z on the real line,
by Webster [Web97, Theorem 6.3] and Patie and Savov [PS21, Theorem 5.0.1], which in
particular provide that, for x > 0 and some Cϕ > 0,

Wϕ(x+ 1)
∞∼
√
Cϕx exp

(∫ x

1

ln(ϕ(y))dy

)
,

similarly to the simple factorial case.

The precise result from [BS21, Theorem 2.9], states that, for Re(z) > 0,

Wϕ(z) =
ϕ1/2(1)

ϕ(z)ϕ1/2(z + 1)
eLϕ(z)e−Eϕ(z),
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where

Lϕ(z) :=

∫
1→z+1

log0(ϕ(w))dw,

with
∫
1→z+1

being any contour connecting 1 to z + 1 lying in the domain of analyticity
of log0(ϕ), and

P(u) := (u− ⌊u⌋)(1− (u− ⌊u⌋)),

Eϕ(z) :=
1

2

∫ ∞

1

P(u)

(
log0

(
ϕ(u+ z)

ϕ(u)

))′′

du.

The term Lϕ captures the main behaviour, but although explicit it may be difficult to
analyse it for complex z. Under the condition of positive increase, see (H), in Chapter
IV, we provide such estimates in Theorem 19.3 and Corollary 19.5.

11 Formal definition and analytic properties

We start by defining the class P of positive definite functions, following [Jac01, definition
3.5.3], as

P = {M : iR → C : ∀n ∈ N,
n∑

j,k=1

M(sj − sk)zj z̄k ≥ 0 for s1, . . . , sn ∈ iR, z1, . . . , zn ∈ C}.

(11.1)
A probabilistic characterisation, known as Bochner theorem, see [Sat99, Proposition 2.5
(i)] or [Jac01, Theorem 3.5.7], is that ψ ∈ P , ψ(0), and ψ is continuous at z = 0, if and
only if there exists a random variable Xψ such that, at least for z ∈ iR,

E
[
ezXψ

]
= ψ(z).

Let us define the class of shifted positive definite functions as

P̃ = {M : z 7→M(z + 1) ∈ P}.

Therefore, if φ ∈ P̃ , we can represent it as

φ(z + 1) = E
[
ezXφ

]
= E

[(
eXφ
)z]

,

so we see that

if φ ∈ P̃ , then φ is the Mellin transform of the positive random variable eXφ .

Setting B the class of Bernstein functions, we define Bernstein-gamma functions as the
elements of

WB :=
{
W ∈ P̃ : W(1) = 1,W(z + 1) = ϕ(z)W(z) on Re(z) > 0, for some ϕ∈B

}
.

We summarise in the following theorem key analytic properties of Wϕ. To do this recall
the defined in (4.11) quantities

aϕ := inf
{
u < 0 : ϕ is analytic on C(u,∞)

}
∈ [−∞, 0]

uϕ := sup{u ∈ [aϕ, 0] : ϕ(u) = 0} ∈ [−∞, 0],

22



aϕ := max{aϕ, uϕ} ∈ [−∞, 0].

Also, let us define the classes of analytic and meromorphic functions,

A(a,b) := {f : f is analytic on C(a,b)}, and M(a,b) := {f : f is meromorphic on C(a,b)}.

Then we have the following.

Theorem 11.1. Let ϕ be a Bernstein function.

1. [PS21, Theorem 6.0.1 (3)] There exists a unique Bernstein-gamma function Wϕ ∈
WB, associated with ϕ, that is a solution of

Wϕ(z + 1) = ϕ(z)Wϕ(z) on Re(z) > 0, Wϕ(1) = 1, Wϕ ∈ WB.

2. [PS18, Theorem 4.1 (1)] It holds that

Wϕ ∈ A(aϕ,∞) ∩ M(aϕ,∞)

and Wϕ is zero-free on C(aϕ,∞).

Further information on the on the analytic propertiesWϕ, also on its poles and respective
residues, is available in [PS18, Theorem 4.1].

11.1 Associated functional equation

It turns out, see [Jac01, Theorem 3.6.16], that a function Ψ is the characteristic function
of Lévy process ξ if and only if

z 7→ E
[
ezξ1
]
= eΨ(z) ∈ P , and Ψ(z) is continuous. (11.2)

Following standard notion, see [Jac01, Definition 3.6.5], the latter is the definition of

−Ψ is a continuous negative definite function, which we note Ψ ∈ N .

Let Ψ : iR → C is an element of N . As explained, this is equivalent to the condition
that Ψ is the characteristic exponent of a Lévy process, so it has a Lévy-Khintchine
representation, see (2.3),

Ψ(z) = −q + γz +
1

2
σ2z2 +

∫
R

(
ezx − 1− zx1{|x|≤1}

)
Π(dx).

We are then interested in solving

MΨ(z + 1) =
−z

Ψ(−z)
MΨ(z), MΨ(1) = 1, (11.3)

on at least the domain iR \ (Z0(Ψ) ∪ {0}), where we set Z0(Ψ) := {z ∈ iR : Ψ(−z) = 0}.
Let the associated one-dimensional Wiener-Hopf factorisation of Ψ, see (3.3), be, for
z ∈ iR,

Ψ(z) = −ϕ+(−z)ϕ−(z).

Then, Patie and Savov [PS18] showed that a solution of (11.3) can be expressed in terms
of the Bernstein-gamma functions Wϕ± .
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Theorem 11.2. [PS18, Theorem 2.1] Let Ψ ∈ N and ϕ± be its Wiener-Hopf factors.
Then, the mapping MΨ defined by

MΨ(z) :=
Γ(z)

Wϕ+(z)
Wϕ−(1− z) (11.4)

satisfies the recurrence relation (11.3) at least on iR \ (Z0(Ψ) ∪ {0}). Moreover, with the
notation a± := aϕ± and a± := aϕ± from (4.11), we have that

MΨ ∈ A(
a+1{a+=0},1−a−

).

A direct consequence is, since the Mellin transform of Iξ solves (11.3), that

MIΨ(z) = E
[
Iz−1
ξ

]
=MΨ(z) =

Γ(z)

Wϕ+(z)
Wϕ−(1− z),

which opens the route of exploring the properties of the exponential functional via under-
standing the functions Bernstein-gamma Wϕ± . Another context in which equation (11.3)
is relevant is the study of some non-self-adjoint Markov semigroups as in [PS17], [PS21],
[PSZ19] and [PZ17].

12 Explicit examples

Many examples are available from Bartholmé and Patie [BP21, Section 1.2]. For com-
pleteness of the thesis, we also provide them in Section 12 of the thesis.

13 Bivariate Bernstein-gamma functions

We have seen that for each Bernstein function ϕ, we can define a Bernstein-gamma
function Wϕ as the solution to an equation like (8.3), that is, for Re(z) > 0,

Wϕ(z + 1) = ϕ(z)Wϕ(z), Wϕ(1) = 1.

We recall that bivariate Bernstein functions are exactly the Laplace exponents of bivariate
subordinators, which we presented in Section 3. In [BS21], Barker and Savov showed that
the equation, on Re(ζ) ≥ 0 and Re(z) > 0,

Wκ(ζ, z + 1) = κ(ζ, z)Wκ(ζ, z) Wκ(ζ, 1) = 1,

has a unique analytic solution on C2
(0,∞) such that for any q ≥ 0, the function Wκ(q, ·) is

the Mellin transform of a positive random variable. The function Wκ is called a bivariate
Bernstein-gamma function. Its analytic properties, Weierstrass product representation,
and Stirling asymptotics are available in [BS21]. In the case where κ± are the Wiener-
Hopf factors the characteristic exponent Ψ of a Lévy process ξ, see (3.3), in Section 24 of
Chapter V, we understand in depth the link between the q-derivatives of Wκ±(q, z) and
the probabilistic properties of ξ via its q-potential measures.

24



Chapter IV

Asymptotics for densities of
exponential functionals of
subordinators

14 Introduction and motivation

In this chapter, we predominantly work with exponential functionals of killed processes,
i.e. with

Iξ,q :=

∫ eq

0

e−ξsds

for eq ∼ Exp(q) independent of ξ. We recall that we presented these objects in Section
5. These random variables are well defined for q > 0 and if q = 0, we must assume that
ξ drifts to infinity, see Theorem 4.1. In Section 5.3 we outlined the work done on the tail
asymptotics, and even further on the density f

(n)
Iξ,q

, of Iξ,q. We present in detail the results

from Theorem 5.1.3, as they appear in [MS23].

First, let us recall that we introduced the class of subordinators in Section 2.1, in partic-
ular, as in (2.5), for these processes, the Laplace exponent ϕ is well defined on Re(z) ≥ 0
by

E
[
e−zXt

]
= e−tϕ(z),

and

ϕ(z) = q + dz +

∫
(0,∞)

(
1− e−zy

)
µ(dy) = q + dz + z

∫ ∞

0

e−zyµ̄(y)dy, (14.1)

where d ≥ 0 is the drift term, the Lévy measure µ(dy) supported on (0,∞) is such
that ∫

(0,∞)

min{y, 1}µ(dy) =
∫ 1

0

µ̄(w)dw <∞, where µ̄(y) :=

∫
(y,∞)

µ(ds). (14.2)

For this chapter, we mean potentially killed subordinator if we refer to subordinator
only.

Next, let us note that if d > 0, [PS18, Theorem 2.4.2] shows that the support of Iξ,q
is bounded, and even more precisely it is [0, 1/d]. Therefore, the question of finding
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its asymptotics at infinity is trivial. That is why until the end of this chapter,
we consider ξ to be a potentially killed driftless subordinator with Laplace
exponent ϕ.

The first major results on the tail asymptotics of Iξ,q were obtained by Haas and Rivero
in [HR12, Section 3] under the assumption of positive increase:

Assumption (H): ξ is a driftless subordinator, i.e. d = 0 in (14.1), and its Lévy measure
has positive increase, that is

lim inf
x→0+

∫ 2x

0
µ̄(y)dy∫ x

0
µ̄(y)dy

> 1 ⇐⇒ lim sup
x→∞

xϕ′(x)

ϕ(x)
< 1. (14.3)

We say that a Bernstein function has positive increase if it is the Laplace exponent of a
subordinator with positive increase. Then, under (H), [HR12, Proposition A.1] provides
and for each q ≥ 0, the asymptotics of Iξ,q on a log-scale,

− ln(P(Iξ,q > x))
∞∼
∫ x

ϕ∗(1)

φ∗(y)

y
dy, where ϕ∗(z) :=

z

ϕ(z)
, φ∗ := ϕ−1

∗ . (14.4)

We prove in Corollary 17.2 that under the same conditions, the asymptotics on the real
scale are

P(Iξ,q > x)
∞∼ Cϕ

x
√
φ′
∗(x)

φ∗(x)
e−

∫ x
ϕ∗(1)

φ∗(y)
y

dy, (14.5)

where the exact value of the constant Cϕ is available in (17.1). Moreover, the main result
of this chapter, Theorem 17.1, implies that, for each n ≥ 0,

f
(n)
Iξ,q

(x)
∞∼
Cϕφ

n
∗ (x)

√
φ′
∗(x)

xn
e−

∫ x
ϕ∗(1)

φ∗(y)
y

dy. (14.6)

For the case q = 0, the equivalences (14.5) and (14.6) for n = 0 were also independently
obtained by Haas in [Haa24] shortly after [MS23]. We comment on the similarities and
differences of the two works in Remark 17.3 of the thesis.

There are various scenarios in which the exponential functionals of subordinators may
play a crucial role. For example, in the study of fragmentation processes, see Section
7.2, where the time to dust is exactly Iξ. Another example is the study of Yaglom limits
of self-similar Markov processes, see [HR12]. More generally, we recall that, by [PS18,
Theorem 2.22], every exponential functional of a Lévy process η can be factorised as
an independent product of the exponential functional of its ladder height process and
another positive random variable, that is,

Iη,q = Iκ+,q × Y, (14.7)

so the analysis of Iη,q can be reduced to the simpler objects Iκ+,q and Y . As an illustration
of this, we show in Corollary 17.6 that analyticity in some cone of the density of Iκ+,q,
implies analyticity of the density of Iη,q. We further prove in Theorem 17.1 that under
one more mild condition apart from (14.3) (H), fIξ,q is indeed analytic in a cone of the
complex plane. This property can also have deep implications similar to the analyticity in
a cone has had for the spectral expansions of non-selfadjoint Markov semigroups derived
in [PS17].
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The obtained results on Bernstein-gamma functions are interesting on their own, serving
as valuable contributions within the broader context of special functions. In (19.9) we
obtain a convenient form of the Stirling asymptotics for

MIξ(z) = E
[
Iz−1
ξ

]
=

Γ(z)

Wϕ(z)
.

In order to analyse it further, in Theorem 19.3, we obtain how Bernstein functions act
on rays in the positive complex half-plane, that is, C(0,∞), which pass through the origin.
Under one more condition, in addition to (H), by Corollary 19.5, we obtain exponential
decay of |Γ(z)/Wϕ(z)| along complex lines in C(0,∞).

15 Preliminaries

We state again that for a potentially killed at rate q subordinator ξ, in (14.1), we defined
its Laplace exponent, for Re(z) ≥ 0, as

ϕ(z) := log0
(
E
[
ezX1

])
= q + dz +

∫
(0,∞)

(
1− e−zy

)
µ(dy) = q + dz + z

∫ ∞

0

e−zyµ̄(y)dy.

We recall that ϕ is a Bernstein function, and the Bernstein functions are in bijection
with the Laplace exponents of potentially killed subordinators. Unless ξ is identically 0
and q = 0, ξ drifts to infinity, so Theorem 4.1 ensures that Iξ,q is a finite a.s. random
variable.

According to Theorem 5.2, if d = 0, the law of Iξ,q is infinitely differentiable, and we
denote its density by fIξ,q . Then, [PS18, (2.24)] provides the following Mellin-Barnes
representation, for all n ≥ 0 and a, x > 0,

f
(n)
Iξ,q

(x) =
(−1)n

2πi

∫
Re(z)=a

x−z−n
Γ(z + n)

Wϕ(z)
dz. (15.2)

We emphasise that in the notation of [PS18] we have that ϕ+ ≡ ϕ, ϕ− ≡ 1, d+ = d− =
d = 0, and a− = −∞, so (2.24) therein leads exactly to (15.2). Furthermore, although
not explicitly stated, [PS18] provides a similar representation of the tail of Iξ,q as well:
by [PS18, (7.15)] and the Mellin inversion formula,

P(Iξ,q > x) =
1

2πi

∫
Re(z)=a

x−z
1

z

Γ(z + 1)

Wϕ(z + 1)
dz =

1

2πi

∫
Re(z)=a

x−z
1

ϕ(z)

Γ(z)

Wϕ(z)
dz. (15.3)

Next, we define, for Re(z) > 0,

ϕ∗(z) :=
z

ϕ(z)
, (15.4)

which is well defined, since it can be easily verified that ϕ(z) is zero-free in this region,
see (A.4). Also,

lim
x→0+

ϕ∗(x) =
1{q=0}

ϕ′(0+)
∈ [0,∞)

since, from Proposition A.1.1, it holds true that ϕ′(0+) ∈ (0,∞]. Next, from Proposition
A.1.2, we have that ϕ∗ is increasing on x > 0 and limx→∞ ϕ∗(x) = ∞ because we are
working in the case d = 0. This, in turn, allows us to define the inverse of ϕ∗

φ∗ := ϕ−1
∗ : Dom(φ∗) =

(
1

ϕ′(0+)
1{q=0},∞

)
→ (0,∞). (15.5)
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16 Methodology

Our approach is based on the application of a saddle point method to (15.2), which
requires the optimal choice of the contour of integration to depend on x, that is, Re(z) =
a = a(x). While this choice is not hard to guess from the available Stirling asymptotics
for Γ(z)/Wϕ(z), the information on the latter in the literature is not sharp enough to
control all terms required for the derivation of the asymptotics. In Section 19 we provide
the required analytic results.

17 Main results

The following is the main result of this chapter.

Theorem 17.1. Under (H) , for each n ≥ 0 and q ≥ 0,

f
(n)
Iξ,q

(x)
∞∼ Cϕ

φn∗ (x)
√
φ′
∗(x)

xn
e−

∫ x
ϕ∗(1)

φ∗(y)
y

dy, with Cϕ =
(−1)ne−Tϕ∗√

2πϕ∗(1)
, (17.1)

and

Tϕ∗ =

∫ ∞

1

(u− ⌊u⌋)(1− (u− ⌊u⌋))

(
1

u2
−
(
ϕ′(u)

ϕ(u)

)2

+
ϕ′′(u)

ϕ(u)

)
du ∈ (−∞,∞),

where ⌊·⌋ stands for the floor function.

If in addition lim supx→0+ µ̄(2x)/µ̄(x) < 1, then there exists ε > 0 such that fIξ,q is
analytic in the cone {z ∈ C : Re(z) > 0 and |arg z| < ε}.

Corollary 17.2. Under the conditions of Theorem 17.1,

P(Iξ,q > x)
∞∼ Cϕ

x
√
φ′
∗(x)

φ∗(x)
e−

∫ x
ϕ∗(1)

φ∗(y)
y

dy. (17.2)

Next, we provide some consequences from the main result, which may are useful for direct
applications.

Corollary 17.4. Let ξ be a potentially killed non-decreasing compound Poisson process
for which

∫ 1

0
µ(dv)/v <∞. Then

f
(n)
Iξ,q

(x)
∞∼ Ce−ϕ(∞)x, (17.3)

with

C = (−1)nϕn(∞)
√
ϕ(∞)eϕ(∞)ϕ∗(1)+

∫∞
0

∫∞
ϕ∗(1) e

−φ∗(y)vdyµ(dv) e−Tϕ∗√
2πϕ∗(1)

.

If
∫ 1

0
µ(dv)/v = ∞, then

f
(n)
Iξ,q

(x)
∞∼ Ce−ϕ(∞)(x+o(x)) with C = (−1)nϕn(∞)

√
ϕ(∞)eϕ(∞)ϕ∗(1)

e−Tϕ∗√
2πϕ∗(1)

. (17.4)

Finally, in all cases, the density fIξ,q is analytic in the cone {z ∈ C : Re(z) > 0 and
|arg z| < π/2}.
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Next, using the factorisation (14.7),

Iη,q = Iϕ+,q × Y,

we show that the analyticity of fIκ+,q implies analyticity of fIη,q .

Corollary 17.6. Let Ξ be a general Lévy process such that IΞ <∞ almost surely. Assume
that the Bernstein function ϕq,+, stemming from the Wiener-Hopf factorisation (3.3) of
Ξ, satisfies (H). Then the density of IΞ,q is analytic at least on the same cone as the
density of Iϕq,+.

18 Examples

In this chapter explicit examples are presented for the results of Theorem 17.1 and Corol-
lary 17.2 in the cases where ϕ is regularly varying, and more specifically, for stable and
gamma subordinators.

19 Needed new results on Bernstein-gamma func-

tions

We recall that one of the reasons Bernstein-gamma functions appear naturally in the
study of exponential functionals is that, for Re(z) > 0,

E
[
Iz−1
ξ,q

]
=

Γ(z)

Wϕ(z)
. (19.2)

The next result describes the Stirling asymptotics of the latter quantity.

Lemma 19.1. Let ϕ be a Bernstein function. Then, for Re(z) > 0,

Γ(z)

Wϕ(z)
=

ϕ
1/2
∗ (1)

ϕ∗(z)ϕ
1/2
∗ (z + 1)

eLϕ∗ (z)e−Eϕ∗ (z), (19.6)

where, for Re(z) > 1,

Lϕ∗(z − 1) :=

∫
1→Re(z)→Re(z)+iIm(z)

log0(ϕ∗(w))dw

=

∫ Re(z)

1

ln(ϕ∗(w))dw −
∫ Im(z)

0

arg(ϕ∗(Re(z) + iw))dw + i

∫ Im(z)

0

ln|ϕ∗(Re(z) + iw)|dw

=: Gϕ∗(Re(z))− Aϕ∗(z) + iUϕ∗(z).

(19.7)

Moreover, uniformly in Im(z),

Tϕ∗ := lim
Re(z)→∞

Eϕ∗(z) =

∫ ∞

1

P(u)

(
1

u2
−
(
ϕ′(u)

ϕ(u)

)2

+
ϕ′′(u)

ϕ(u)

)
du. (19.8)

Finally, as Re(z) → ∞,

Γ(z)

Wϕ(z)
= (1 + o(1))

ϕ
1/2
∗ (1)

ϕ
1/2
∗ (z + 1)

eLϕ∗ (z−1)e−Tϕ∗ , (19.9)

where the asymptotic relation o(1) holds uniformly in Im(z).
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Let us define, for π/2 ≥ θ > 0,

Bexp(θ) :=
{
ϕ ∈ B : ∀a > 0, ∀ϵ ∈ (0, θ) : lim

|b|→∞
e(θ−ϵ)|b|

∣∣∣∣ Γ(a+ ib)

Wϕ(a+ ib)

∣∣∣∣ = 0

}
. (19.10)

Our next result aims to obtain more information about which Bernstein functions belong
to the class Bexp(θ). For this purpose, we first give some information on arg ϕ∗ as it will
drive the asymptotics of (19.7) via Aϕ∗ .

Theorem 19.3. Let ϕ be a Bernstein function under (H). Then, for any η > 0, there
exist aη > 0 and Cη > 0 such that if t ≥ η and a ≥ aη, we have that

arg(a(1 + it))− arg(ϕ(a(1 + it))) = arg ϕ∗(a(1 + it)) ≥ Cη
t
, (19.11)

or equivalently,

arg(ϕ(a(1 + it))) ≤ arctan(t)− Cη
t
.

Moreover, if in addition lim supx→0 µ̄(2x)/µ̄(x) < 1, for any η > 0, there exist a′η > 0
and εη ∈ (0, π/2) such that, for t ≥ η and a ≥ a′η,

arg(a(1 + it))− arg(ϕ(a(1 + it))) = arg ϕ∗(a(1 + it)) ≥ εη, (19.12)

or equivalently,
arg ϕ(a(1 + it)) ≤ arctan(t)− εη.

Theorem 19.3 is very useful, since it gives an estimate for the arguments of Bernstein
functions with conditions on the Lévy measure, which is often assumed to be known
explicitly, or at least its asymptotics are given a priori.

Next, we transfer these results to the asymptotics of Γ(z)/Wϕ(z).

Corollary 19.5. Let ϕ be a Bernstein function under (H) and lim supx→0+ µ̄(2x)/µ̄(x) <
1. Then there exist ε > 0 and constants a0, t0 > 0 such that, for any a ≥ a0, and |b| ≥ at0,

Aϕ∗(a+ ib) ≥ ε|b| − εat0. (19.13)

As a result, ϕ ∈ Bexp(ε). This, in particular, is true if µ̄(y) ∈ Rα with α ∈ (0, 1), that is,

µ̄(y)
0∼ y−αℓ(y) where ℓ ∈ SV0 is a slowly varying function at 0.

The next result contrasts with the assumptions of Corollary 19.5 and shows that for
exponential decay along complex lines, there is much room for improvement.

Lemma 19.8. If ϕ is a Bernstein function such that ϕ(∞) <∞, then ϕ ∈ Bexp(π/2).

20 Proofs

First, in this section of the thesis are presented the proofs of Theorem 17.1, Corollary
17.2, Corollary 17.4.

Then it continues with the proofs of the results from Section 19, Lemma 19.1, Theorem
19.3, and Lemma 19.8.
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Chapter V

Bivariate Bernstein-gamma
functions, potential
measures, and asymptotics of
exponential functionals of Lévy
processes

21 Introduction and motivation

In this chapter we continue with the analysis of exponential functionals of Lévy processes
but we will concentrate on such on deterministic horizon

Iξ(t) :=

∫ t

0

e−ξsds. (21.1)

We recall that we presented these objects and the available results concerning them in
Section 6.

The most advanced knowledge for exponential functionals of Lévy processes on determin-
istic horizon is available for the asymptotic behaviour of distributional quantities of Iξ(t),
as t → ∞, provided Iξ := Iξ(∞) = ∞ almost surely. These results are predominantly
driven by applications, especially in the area of branching processes in Lévy random en-
vironments, see Section 7.1. In this chapter of the thesis are obtained new results in this
case. More specifically, under the assumptions E[ξ1] ∈ (−∞, 0) and P(ξ1 > t) is regularly
varying at infinity with index α > 1, we show that the measures

y−aP(Iξ(t) ∈ dy)

P(ξ1 > t)
, a ∈ (0, 1), (21.2)

converge weakly, as t → ∞, to a finite positive measure supported by (0,∞). Via
Mellin inversion, we give a semi-explicit analytic description of the cumulative distribution
function of the limit measure, which also yields the asymptotic behaviour of E

[
I−aξ (t)

]
,

see Theorem 23.1 and the ensuing corollaries. The latter allows us to derive a neat
probabilistic representation of the normed limit measure which turns out to be the law
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of a curious generalisation of the main product factorisation for classical exponential
functionals, see Theorem 23.5. Using it, we obtain novel analytic properties for the
limit measure, such as the existence and smoothness of its density. Also, dropping the
requirement for regular variation of the upper tail and finiteness of the expectation, we
obtain general upper bounds for the decay of quantities of the type

E[F (Iξ(t))], as t→ ∞,

which frequently arise in the study of random processes in random environments as we
described earlier in Section 7.1. The rate of decay depends on the finiteness of an explicit
integral criterion, see Theorem 23.6.

One of the main ingredients in the proof of the aforementioned results is the new in-
formation, which is of independent interest, that we obtain on the functional-analytic
properties of the bivariate Bernstein-gamma functions. It is known that the bivariate
Bernstein-gamma functions generated by the two Wiener-Hopf factors ϕq,±, see (3.3), of
the underlying Lévy process ξ, represent the Mellin transform of the classical exponential
functional via the equation, at least when Re(z) ∈ (0, 1),

MIξ,q(z) = ϕ−(q, 0)
Γ(z)

Wϕq,+(z)
Wϕq,−(1− z).

Therefore by Mellin inversion, we can obtain information on Iξ,q, and then in turn by
Laplace transform to draw conclusions regarding Iξ(t).

We show that bivariate Bernstein-gamma functions related to the Wiener-Hopf factors
of transient Lévy processes are n times differentiable at zero in the first variable if and
only if an explicit integral criterion is finite, see Theorem 24.3. Moreover, we link the
derivatives of these functions to the convolutions and the derivatives of the q-potential
measures of the underlying Lévy process, see Lemma 24.1, thereby deriving some new
results for as basic objects as these potentials. When the potential measure has a bounded
density, we obtain upper bounds for the densities of the convolutions of the potential
measure, see Theorem 24.6. Using these results, we derive universal and seemingly quite
handy estimates for the derivatives of the Mellin transforms of the classical exponential
functionals and their decay along complex lines, see Corollary 24.4.

The results on the derivatives of bivariate Bernstein-gamma functions play a crucial role
in a convoluted Tauberian approach that we adopt in order to derive the weak convergence
of the measures defined in (21.2). The method requires a particularly intricate analysis
when the regular variation index α of P(ξ1 > t) is an integer. Then we have to appeal to
the de Haan theory, and in order to utilise it successfully, we have to resort to probabilistic
considerations, which complement the analytical approach. The latter, in turn, reveals
that one may have a more direct way to study the moments of the measure (21.2), but at
the cost of a loss of explicitness and precision. A similar probabilistic approach has been
adopted in the predecessor of our work, see [Xu21]. We discuss further our methodology
in Section 22.3
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22 Preliminaries, methodology, background, and lit-

erature review

22.1 Notation

We recall some basic notation. We use C to denote the complex plane with z representing
a complex variable with a real part Re(z) and an imaginary part Im(z), and R+ for
the set of non-negative real numbers, [0,∞). For a set A ⊂ R, we employ CA for the
subset of the complex plane CA := {z ∈ C : Re(z) ∈ A}. Furthermore, unless otherwise
stated, n, k, l will be positive integers. For any non-negative random variable X, we
denote by MX(z) := E[Xz−1] its Mellin transform, which is defined at least on the
complex line C{1} = {z ∈ C : Re(z) = 1}. If µ is a measure, we define for better readability
µ(a, b) := µ((a, b)). Next, for a function f , we formally define its Laplace transform, for

q ≥ 0, as f̂(q) :=
∫∞
0
e−qtf(t)dt. For asymptotic behaviour, we use the classical Landau

notation and also f
a∼ g to denote limx→a f(x)/g(x) = 1. We recall that a function ϕ is

a Bernstein function if and only if it can be represented as

ϕ(z) = ϕ(0) + dz +

∫ ∞

0

(
1− e−zy

)
µ(dy), z ∈ C[0,∞), (22.1)

where ϕ(0) ≥ 0, d ≥ 0, and µ is a σ-finite positive measure such that
∫∞
0

min{1, y}µ(dy)
< ∞. Note that each Bernstein function is the Laplace exponent of a potentially killed
subordinator with killing rate ϕ(0), linear drift d and jump measure µ. In the same
fashion, a bivariate Bernstein function κ, given by, for (ζ, z) ∈ C[0,∞) × C[0,∞),

κ(ζ, z) = κ(0, 0) + d1ζ + d2z +

∫ ∞

0

∫ ∞

0

(
1− e−ζy1−zy2

)
µ(dy1, dy2) (22.2)

is the Laplace exponent of a potentially killed bivariate subordinator, where κ(0, 0), d1
and d2 are non-negative and have the same meaning as above, and µ is the bivariate jump
measure, which satisfies

∫∞
0

∫∞
0

min{1,
√
y21 + y22}µ(dy1, dy2) <∞.

22.2 Bivariate Bernstein-gamma functions and the Mellin
transform of exponential functionals

From [BS21, Definition 2.5, Theorem 2.8], we know that for any given bivariate Laplace
exponent κ ̸≡ 0, the equation

Wκ(ζ, z + 1) = κ(ζ, z)Wκ(ζ, z), Wκ(ζ, 1) = 1, ζ ∈ C[0,∞), z ∈ C(0,∞), (22.3)

has a unique bivariate holomorphic solution in C(0,∞) × C(0,∞). Moreover, for any q ≥ 0,
the function Wκ(q, ·) is analytic on C(0,∞), and it is a Mellin transform of a positive
random variable.

From now on, we work with the case where the bivariate Bernstein-gamma functions are
based on the Wiener-Hopf factors of Lévy processes. We briefly present key facts, based
on Section 3.

Let ξ be a Lévy process with Lévy-Khintchine exponent Ψ. Then, the characteristic
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exponent of its potentially killed at rate q version is

Ψq(z) = log0 E
[
ezξ1
]
= Ψ(z)− q = γz +

1

2
σ2z2 +

∫ ∞

−∞

(
ezy − 1− zy1{|y|≤1}

)
Π(dy)− q,

(22.4)
where we use log0 for the principal branch of the complex logarithm, γ ∈ R and σ2 ≥ 0
are respectively the linear term and the Brownian component of ξ, Π is the Lévy measure
of the process which satisfies

∫∞
−∞min{1, y2}Π(dy) <∞, and q is the killing rate.

For any potentially killed Lévy process, we have the Wiener-Hopf factorisation, see
(3.3),

Ψq(z) = Ψ(z)− q = −ϕ+(q,−z)ϕ−(q, z) = −h(q)κ+(q,−z)κ−(q, z), z ∈ iR, (22.5)

where, for q ≥ 0,

h(q) := exp

(
−
∫ ∞

0

(
e−t − e−qt

t

)
P(ξt = 0)dt

)
, (22.6)

which in the case of a transient Lévy process ξ is non-zero by [Ber96, Theorem 12], and,
for q ≥ 0 and Re(z) ≥ 0,

κ±(q, z) = c± exp

(∫ ∞

0

∫
[0,∞)

(
e−t − e−qt−zx

t

)
P(±ξt ∈ dx)dt

)
(22.7)

are the bivariate Laplace exponents of the ascending/descending ladder processes which
form bivariate subordinators, see Section 3. We note that the constants c± > 0 de-
pend on the choice of local times, which we can choose appropriately so that c+c− = 1.
Furthermore, we can choose

ϕ+(q, z) = κ+(q, z)/c+, and ϕ−(q, z) = h(q)κ−(q, z)/c−, (22.8)

i.e., for q ≥ 0 and Re(z) ≥ 0,

ϕ+(q, z) = exp

(∫ ∞

0

∫
[0,∞)

(
e−t − e−qt−zx

t

)
P(ξt ∈ dx)dt

)
,

ϕ−(q, z) = exp

(∫ ∞

0

∫
(0,∞)

(
e−t − e−qt−zx

t

)
P(ξt ∈ −dx)dt

)
.

(22.9)

We note that h(q) ≡ 1 provided that ξ is not a compound Poisson process (CPP), and
that in this case h(q) ≡ 1 and ϕ± ≡ κ±/c± are bivariate Laplace exponents as well. When
h(q) ̸≡ 1, for any fixed q ≥ 0, ϕq,±(z) := ϕ±(q, z) are Laplace exponents of univariate
subordinators.

With the notation, for q ≥ 0,

Iξ,q := Iξ(eq) =

∫ eq

0

e−ξsds,

from [PS18, Theorem 2.4] we know that, at least for z ∈ C(0,1),

MIξ,q(z) = ϕ−(q, 0)
Γ(z)

Wϕq,+(z)
Wϕq,−(1− z) =: ϕ−(q, 0)MΨ(q, z), (22.10)
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where for the fixed q, the functions Wϕq,± solve (22.3), and therefore they are Bernstein-
gamma functions. To provide a link between the Bernstein-gamma functions associated
to the Wiener-Hopf factors ϕ± and the probabilistic κ±, we use that by [PS18, Theorem
4.1 (5)], for any c > 0, z ∈ C(0,∞), and a Bernstein function ϕ, Wcϕ(z) = cz−1Wϕ(z), so
we obtain, from the choice of ϕq,± made above, that

Wϕq,+(z) = c1−z+ Wκ+(q, z), and Wϕq,−(z) = c1−z− hz−1(q)Wκ−(q, z). (22.11)

Substituting into (22.10) and using c+c− = 1, we get

MIξ,q(z) = hz(q)κ−(q, 0)
Γ(z)

Wκ+(q, z)
Wκ−(q, 1− z). (22.12)

22.3 Methodology

Recall that

Iξ(t) :=

∫ t

0

e−ξsds.

From (22.10), for a ∈ (0, 1), we have that the Laplace transform for the moments in t is
given by ∫ ∞

0

e−qtE
[
I−aξ (t)

]
dt =

MIξ,q(1− a)

q
=
MΨ(q, 1− a)

ϕ+(q, 0)
. (22.13)

The identity (22.13) is the starting point of our proof, as it opens the way to apply
Tauberian theorems to determine the asymptotic behaviour of E

[
I−aξ (t)

]
. However, since

we work under the assumption that E[ξ1] < 0, it is valid that∫ ∞

0

E
[
I−aξ (t)

]
dt <∞,

see Theorem 23.6, and a direct application of Tauberian theorems is impossible. For
this purpose, depending on the index of regular variation α > 1 of P(ξ1 > t), we resort
to investigating several repeated tails, for example, when α ∈ (n, n+ 1], n ≥ 1, we
consider

V (t) =

∫ ∞

t

∫ ∞

s1

· · ·
∫ ∞

sn−1

E
[
I−aξ (sn)

]
dsn . . . ds1,

and via Tauberian methods, we deduce the asymptotic behaviour of V (t), as t → ∞.
When α ̸= n+1 by the monotone density theorem, we infer the asymptotics of E

[
I−aξ (t)

]
.

Dealing with Laplace transforms of repeated tails requires consideration of the derivatives
in q of MΨ(q, 1− a), see (22.13), including at q = 0, which through (22.10) depend on
the derivatives in q of the involved bivariate Bernstein-gamma functions. Via an integral
representation of the bivariate Bernstein-gamma functions which links these functions
to the convolutions and the derivatives of the q-potential measures of ξ, we derive re-
sults of independent interest for both the aforementioned derivatives and the potential
measures.

The outstanding case is where α = n + 1 is an integer. Then the results concerning the
repeated tails can be deduced as above, but the monotone density theorem fails. Indeed,∫ t
0
V (s)ds is slowly varying at infinity, see below (26.20), and Theorem B.11 does not

hold. In this case, we are forced to resort to the more complicated de Haan theory, which
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requires a preliminary estimate of the type E
[
I−aξ (t)

]
= O(P(ξ1 > t)), and which we

derive by purely probabilistic means such as, for example, the one-large jump principle,
see Lemma 26.3. This allows us to use a generalised monotone density theorem, see
Theorem B.4. The rest is similar to the non-integer α case.

Having established the asymptotics of E
[
I−aξ (t)

]
, we proceed to study the behaviour

of
E
[
I−aξ (t)1{Iξ(t)≤x}

]
P(ξ1 > t)

, for any fixed x ∈ (0,∞).

We do so via a Mellin inversion representation of the Laplace transform

x 7→ 1

q
E
[
I−aξ (eq)1{Iξ(eq)≤x}

]
=

∫ ∞

0

e−qtE
[
I−aξ (t)1{Iξ(t)≤x}

]
dt

= − 1

2πiϕ+(q, 0)

∫
Re(z)=b

x−z

z
MΨ(q, z + 1− a)dz,

and a subsequent investigation of nth repeated tail of E
[
I−aξ (t)1{Iξ(t)≤x}

]
as in the case

above, which corresponds to the limit case x = ∞. Note that here the differentiation
of the Laplace transform involves differentiation under the sign of the integral. This
requires an additional understanding of the growth rate of the derivatives of bivariate
Bernstein-gamma functions along complex contours which we develop in Theorem 24.3
and Corollary 24.4. The case when ξ is a compound Poisson process with positive drift
requires further refinement of the aforementioned estimates, see item (iii) of Corollary
24.4. Then we are able to apply the same Tauberian, including the de Haan theory,
arguments as in the case of the moments above. We emphasise that for α ∈ (n, n+ 1],

the main carrier of the asymptotics is the behaviour of (ϕ+(q, 0))
(n) at zero. As a result,

we prove that

E
[
I−aξ (t)1{Iξ(t)≤x}

]
P(ξ1 > t)

converges to the cumulative distribution function of a finite measure νa and compute its
Mellin transform, see Theorems 23.1 and 23.5. The latter allows us to deduce analytic
properties for the density of the limiting measure and to obtain a product factorisation of
the random variable behind the normed νa, that is, ν̃a, in terms of well-known independent
random variables, namely the classical exponential functional of the subordinator related
to the Wiener-Hopf factor ϕ0,+ and the remainder term pertaining to ϕ0,−, see Theorem
23.5.

The bounds on the rate of decay of E[|F (Iξ(t))|] in Theorem 23.6 are simple to derive
from (22.13) once we have established the finiteness of the derivatives at q = 0 of the
right-hand side of (22.13). The latter yields the finiteness of the derivatives of the integral
to the left-hand side.

22.4 Background and previous results

In this section of the thesis some of the results discussed in Section 6 are examined in
more detail.
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23 Main results on exponential functionals

We state the main result on Iξ(t).

Theorem 23.1. Let ξ be a Lévy process with a finite negative mean and

P(ξ1 > t)
∞∼ ℓ(t)

tα
(23.1)

for α > 1 and ℓ ∈ SV∞. Then, for any a ∈ (0, 1),

tαP(Iξ(t) ∈ dy)

yaℓ(t)

w−−−→
t→∞

νa(dy), (23.2)

where νa is a finite measure, supported on (0,∞), with a distribution function given by

νa((0, x]) =
1

C

∫
Rez=b

x−z

z
MΨ(0, z + 1− a)dz, with C = −2πiϕ+(0, 0)(−E[ξ1])

α

(23.3)
and for all b ∈ C(a−1,0).

A direct consequence of the last theorem are the following results.

Corollary 23.3. Under the conditions of Theorem 23.1, for every function F : (0,∞) →
R such that, for some a ∈ (0, 1), x 7→ xaF (x) is bounded and continuous,

tα

ℓ(t)
E[F (Iξ(t))] −−−→

t→∞

∫
(0,∞)

yaF (y)νa(dy) <∞. (23.4)

Corollary 23.4. Under the conditions of Theorem 23.1, for any a ∈ (0, 1),

tα

ℓ(t)
E
[
I−aξ (t)

]
−−−→
t→∞

MΨ(0, 1− a)

ϕ+(0, 0)(−E[ξ1])
α <∞. (23.5)

Theorem 23.1 and Corollary 23.4 allow the following neat probabilistic reformulation
which contains an extension of the classical factorisation of exponential functionals, see
[PS18, Theorem 2.22]

Iξ,q = Iϕq,+ × Yϕq,− ,

where Yq,ϕ− is a positive random variable and Iϕq,+ stands for the exponential functional of
the subordinator associated with ϕq,+. Let us introduce, for a ∈ R such that E[Xa] <∞,
the size-biased transform via, for any bounded and continuous function f ,

E[f(BaX)] =
E[Xaf(X)]

E[Xa]
. (23.6)

Then we have the following factorisation.

Theorem 23.5. Under the conditions of Theorem 23.1, for any a ∈ (0, 1),

B−aIξ(t)
d−−−→

t→∞
B−aIϕ+ × B1−aY

−1
ϕ−
, (23.7)

where × stands for product of independent random variables, Iϕq,+ is the classical expo-
nential functional related to the killed subordinator with Bernstein function ϕ+ := ϕ0,+,
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and Yϕ− is the positive random variable whose Mellin transform is Wϕ− with Bernstein
function ϕ− := ϕ0,−, see (22.11).

Moreover, the law of B−aIϕ+ × B1−aY
−1
ϕ−

and therefore νa has infinitely differentiable
bounded densities as long as ξ is not a compound Poisson process with positive drift.

The next result has no general assumptions on ξ apart from it being transient and de-
spite the fact that it only offers o(·)-type of estimate, it frequently suffices, see e.g.
the applications in the area of branching processes in Lévy random environments in
[PPS16, BPS21, Xu21]. Following [DM04], for x > 0 and the linear term γ, defined in
(22.4), we introduce the function

A(x) = γ +Π(1,∞)− Π(−∞,−1) +

∫ x

1

(Π(y,∞)− Π(−∞,−y))dy. (23.8)

From [DM04, Lemma 13 (ii)], in the case where limt→∞ ξt = −∞,

if E[|ξ1|] <∞, then lim
x→∞

A(x) = E[ξ1] < 0;

and
if E[ξ1] is not finite, then lim

x→∞
A(x) = −∞.

Note that because limx→∞ |A(x)| = |A(∞)| > 0, there exists x0 such that A(x) is non-zero
for x ≥ x0. Since the integral criterion in (24.6), that is∫

(1,∞)

(
x

|A(x)|

)n+1

Π(dx) <∞,

is in fact borrowed from [DM04, (1.14)], which requires integrability only at infinity, the
possibility that it may be the case that A(x) = 0 for some x ∈ (1, x0] can without loss
of generality be avoided by redefining A(x) to be constant over (1, x0]. From now on, we
work as if x0 = 1. We are ready to state our final result for this section.

Theorem 23.6. Let ξ be a Lévy process such that limt→∞ ξt = −∞. If∫
(1,∞)

(
x

|A(x)|

)n+1

Π(dx) <∞ (23.9)

for some n ≥ 1, then, for every measurable function F : (0,∞) → R such that for some
a ∈ (0, 1), x 7→ xaF (x) is bounded, we have that at infinity

E[|F (Iξ(t))|] = o
(
t−n
)
, and

∫ ∞

0

tnE[|F (Iξ(t))|]dt <∞. (23.10)

Finally, only upon the assumptions that limt→∞ ξt = −∞ and x 7→ xaF (x) is bounded, it
holds that ∫ ∞

0

E[|F (Iξ(t))|]dt <∞.
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24 Derivatives of bivariate Bernstein–gamma func-

tions

In this section, we study the finiteness of the derivatives of Wκ± and related quantities,
which play a key role in the proofs in Section 26 of the thesis. However, since they are of
independent interest, we state them in this separate section. We start with an integral
representation of Wκ± recalling that, for q ≥ 0,

Uq(dx) =

∫ ∞

0

e−qtP(ξt ∈ dx)dt (24.1)

are the q-potential measures of ξ and U∗n
q are their respective formal convolutions. U :=

U0 is called the potential measure which is a well-defined Radon measure when ξ is
transient, see Theorem 25.3.

The next lemma allows us to study the derivatives of Wκ± via a link with the potential
measures of the process ξ.

Lemma 24.1. Let ξ be a Lévy process with Lévy exponent Ψ, and κ± be the bivariate
Laplace exponents associated with Ψ, introduced in (22.5). Then, for any z ∈ C(−1,∞) and
q > 0,

log
(
Wκ±(q, z + 1)

)
= z ln(κ±(q, 1)) +

∫
[0,∞)

(
e−zy − 1− z(e−y − 1)

)W±(q, dy)

ey − 1
, (24.2)

where log is a complex logarithm, and the measures W±(q, dy) do not charge {0} and are
defined on R \ {0} as

W±(q, dy) =

∫ ∞

0

e−qt

t
P(ξt ∈ ±dy)dt. (24.3)

Also, for any z ∈ C(−1,∞) and q > 0, we have the representation

∂
∂q
Wκ±(q, 1 + z)

Wκ±(q, 1 + z)
=

∫
[0,∞)

1− e−zy

ey − 1
Uq(±dy). (24.4)

Finally, for any q0 > 0, all derivatives of W±(q, dy) in q exist at q0 and are equal to

W(n)
± (q0, dy) = (−1)n

∫ ∞

0

tn−1e−q0tP(ξt ∈ ±dy)dt

= (−1)n(n− 1)!U∗n
q0
(±dy)

= −U (n−1)
q0

(±dy),

(24.5)

where (∂n−1/∂qn−1)Uq0 = U
(n−1)
q0 are the measure derivatives of Uq at q = q0.

Theorem 24.3. Let ξ be a Lévy process with Lévy -Khintchine exponent Ψ such that
limt→∞ ξt = −∞. Then, for any n ≥ 0, z ∈ C(−1,∞), and q ≥ 0,∫
(1,∞)

(
x

|A(x)|

)n+1

Π(dx) <∞ ⇐⇒ ∂n+1

∂qn+1
Wκ±(q, z+1) and

∂n+1

∂qn+1
Wϕq,±(z+1) are finite,

(24.6)
where for q = 0 the derivatives are understood as right derivatives. Upon the finiteness
of the integral condition in (24.6), the derivatives are right-continuous at q = 0.
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Next, we provide estimates for the q-derivatives of the quantity, defined in (22.10),

MΨ(q, z) :=
Γ(z)

Wϕq,+(z)
Wϕq,−(1− z),

which is vital for understanding the Mellin transform of Iξ,q.

Corollary 24.4. Let ξ be a Lévy process with Lévy-Khintchine exponent Ψ such that
limt→∞ ξt = −∞,

MΨ(q, z) :=
Γ(z)

Wϕq,+(z)
Wϕq,−(1− z),

and assume that, for some n ≥ 0,∫
(1,∞)

(
x

|A(x)|

)n+1

Π(dx) <∞. (24.7)

Then, for any 0 ≤ k ≤ n+ 1, z ∈ C(0,1), and q ≥ 0:

(i) the derivatives ∂k

∂qk
MΨ(q, z) are finite and right-continuous at zero;

(ii) there exist polynomials PRe(z),k of degree k such that∣∣∣∣ ∂k∂qkMΨ(q, z)

∣∣∣∣ ≤ PRe(z),k(|z|)|MΨ(q, z)|;

(iii) if the potential measure of ξ has a bounded density with respect to the Lebesgue
measure, there exist polynomials PRe(z),k of degree k such that∣∣∣∣ ∂k∂qkMΨ(q, z)

∣∣∣∣ ≤ PRe(z),k(|ln |z||)|MΨ(q, z)|.

Moreover, if in addition E[ξ1] ∈ (−∞, 0), n ≥ 1, and for any 0 < β < n,∫
(1,∞)

xβ+1Π(dx) <∞ =

∫
(1,∞)

xn+1Π(dx), (24.8)

then

(i’) items (i)-(iii) hold for any 0 ≤ k ≤ n and q ≥ 0. For k > n, the derivatives
∂k

∂qk
MΨ(q, z) exist for q > 0.

For k = n+ 1, q > 0, and z ∈ C(0,1), items (ii)-(iii) are modified to

(ii’) for any δ > 0, there exist polynomials PRe(z),n,δ of degree n + 1 such that, for all
q > 0, ∣∣∣∣ ∂n+1

∂qn+1
MΨ(q, z)

∣∣∣∣ ≤ (U∗n
q (R+) + q−δ

)
PRe(z),n,δ(|z|)|MΨ(q, z)|;

(iii’) if the potential measure of ξ has a bounded density with respect to the Lebesgue
measure, for any δ > 0, there exist polynomials PRe(z),n,δ of degree n+ 1 such that,
for all q > 0,∣∣∣∣ ∂n+1

∂qn+1
MΨ(q, z)

∣∣∣∣ ≤ (U∗n
q (R+) + q−δ

)
PRe(z),n,δ(|ln |z||)|MΨ(q, z)|;
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(iv’) it holds true that limq→0 U
∗n
q (R+) = ∞.

The last result shows that, under the condition of Corollary 24.4 and in the setting of item
(iii), we have a general estimate for the densities of the convolutions of the q-potential
measures.

Theorem 24.6. Let ξ be a Lévy process with Lévy -Khintchine exponent Ψ such that
limt→∞ ξt = −∞. Also, assume that U has a bounded density u on R with C :=
supx∈R u(x). Then, for any k ≥ 1 and q > 0, the potential densities of U∗k

q exist and
are locally bounded, since they satisfy, for any x ∈ R and q > 0,

u∗kq (x) ≤ kCU∗(k−1)
q (min{0, x},∞) (24.12)

with the convention U∗0 ≡ 1. Next, if for some n ≥ 1,∫
(1,∞)

(
x

|A(x)|

)n+1

Π(dx) <∞,

then, for any 1 ≤ k ≤ n+ 1, we have that the potential densities of U∗k exist. Moreover,
for every x ∈ R, U∗(k−1)(x,∞) <∞ and (24.12) holds with q = 0.

25 Proofs on Bernstein-gamma functions

We proceed with the proofs for Section 24 by stating a preliminary proposition, which
links the derivatives of the q-potentials, see (24.1), with their convolutions.

Proposition 25.1. Let Uq be the potential measures of a Lévy process. Then, for every
q ≥ 0 and n ≥ 1,

U∗n
q (dx) =

1

(n− 1)!
(−1)n−1U (n−1)

q (dx) =
1

(n− 1)!

∫ ∞

0

e−qttn−1P(ξt ∈ dx)dt, (25.1)

with the measures necessarily finite for q > 0 and possibly infinite for some or all n when
q = 0.

We prove Proposition 25.1, as well as the next technical lemma, in Section 27.

Lemma 25.2. For z ∈ C(−1,∞), the functions

uz(y) :=
e−zy − 1− z(e−y − 1)

ey − 1
, and vz(y) := ze−y − uz(y) =

1− e−zy

ey − 1
(25.2)

are bounded and continuous on [0,∞). Furthermore, there exist CRe(z), C1,Re(z), C2,Re(z),
ϵ1,Re(z), ϵ2,Re(z) > 0 such that, for all y ≥ 0 and x ≥ CRe(z),

|vz(y)| ≤ C1,Re(z)|z|e−ϵ1,Re(z)y, and |vz(x)| ≤ C2,Re(z)e
−ϵ2,Re(z)x. (25.3)

In the next theorem, we also outline some basic facts about potential measures, which
can be found in [Rev84]. Its first part is [Rev84, p. 101, Corrolary 3.3.6], and the second
one is a combination of [Rev84, p. 169, Theorem 5.3.1], [Rev84, p. 171, Theorem 5.3.4],
and [Rev84, p. 173, Theorem 5.3.8].

Theorem 25.3. Let ξ be a Lévy process which drifts to −∞.
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1. The measures U are Radon measures, i.e., for every compact K ⊂ R, U(K) <∞.

2. (renewal theorem) If ξ is non-lattice, then it holds that vaguely limx→∞ U(x−dy) =
0dy, and limx→−∞ U(x−dy) = −dy/E[ξ1] with the convention 1/∞ = 0. In the case
of a lattice process, dy should be replaced by the counting measure on the respective
lattice.

The thesis continues with the proof of Lemma 24.1, Theorem 24.3, Corollary 24.4, and
Theorem 24.6.

26 Proofs on exponential functionals

The following three auxiliary results are used in the proof of Theorem 23.1.

Proposition 26.1. Let f : [0,∞) → [0,∞), and define f0 := f . For x ≥ 0 and n ≥ 1,
define

fn(x) :=

∫ ∞

x

∫ ∞

s1

· · ·
∫ ∞

sn−1

f(sn)dsn . . . ds1.

Then, for q ≥ 0,

f̂n(q) =
(−1)n

(n− 1)!

∫ 1

0

f̂ (n)(qv)(1− v)n−1dv (26.1)

in the extended with ∞ = ∞ sense.

Proposition 26.2. Let f be a regularly varying function at zero with index β ∈ (−1, 0]
and n ≥ 1. Then∫ 1

0

f(qv)(1− v)n−1dv
0∼ f(q)

∫ 1

0

vβ(1− v)n−1dv = f(q)
Γ(n)Γ(β + 1)

Γ(n+ β + 1)
. (26.2)

Lemma 26.3. Let ξ be a Lévy process with a finite negative mean and P(ξ1 > t)
∞∼ ℓ(t)/tα

for some α > 1. Then

E
[
I−aξ (t)

]
= O(P(ξ1 > t)) = O

(
ℓ(t)

tα

)
. (26.3)

Next, the proofs of Theorem 23.1, Theorem 23.5, and Theorem 23.6 are provided in the
thesis.

27 Proofs of auxiliary results

This section contains the proofs of the auxiliary results Proposition 25.1, Lemma 25.2,
Proposition 26.1, Proposition 26.2, and Lemma 26.3.
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Chapter VI

Conclusion

28 Main contributions

The main contributions of this thesis, based on opinion, are the following.

1. The results on the density and tail of the exponential functional of subordinators
from Section . The respective asymptotics at infinity are obtained under the mild
condition of positive increase in Section 17.

2. The obtained weak limit of the law of a suitably scaled exponential functional of a
Lévy process with finite negative mean and regularly varying tail, see Theorem 23.1.
As a consequence, various asymptotic results on the expectations of a functional
transformation of these random variables, see Section 23.

3. The improved understanding on the Stirling asymptotics of Bernstein-gamma func-
tions, presented in Section 19 and used throughout Chapter IV.

4. The analysis of the derivatives of bivariate Bernstein-gamma functions using ana-
lytic and probabilistic arguments through a link with the potential measure and its
successive convolutions of the associated Lévy process, see Section 24.

29 Publications related to the thesis

1. M. Minchev and M. Savov. Asymptotics for densities of exponential functionals of
subordinators. Bernoulli, 29(4):3307–3333, 2023. See [MS23].

30 Approbation of the thesis

The results of the thesis have been presented as:

1. Bivariate Bernstein-gamma functions and asymptotic behaviour of exponential func-
tionals on deterministic horizon, Stochastic Processes and their Applications, Lis-
bon, Portugal, 24-28 July 2023. Joint work with Mladen Savov. Poster based on
Chapter V.
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2. Bivariate Bernstein-gamma functions and asymptotic behaviour of exponential func-
tionals on deterministic horizon, Mathematics Days in Sofia, 10-14 July, 2023, Sofia,
Bulgaria. Joint work with Mladen Savov. Talk based on Chapter V.

3. Bivariate Bernstein-gamma functions and asymptotic behaviour of exponential func-
tionals on deterministic horizon, Seminar on Advances in Statistics, 9-12 March,
2023, Veliko Tarnovo, Bulgaria. Joint work with Mladen Savov. Talk based on
Chapter V.

4. Asymptotics of densities of exponential functionals of subordinators, Lévy Processes
and RandomWalks (in celebration of Ron Doney’s 80th birthday), 26-28 July, 2022,
Manchester, UK. Poster based on [MS23].

5. Asymptotics of densities of exponential functionals of subordinators, Faculty of In-
formatics and Mathematics’ Spring Science Session, 26 March 2022, Sofia, Bulgaria.
Talk based on [MS23].

The paper [MS23] have been cited in the following publications:

1. J. Arista and V. Rivero. Implicit renewal theory for exponential functionals of Levy
processes. Stochastic Process. Appl., 163:262–287, 2023. See [AR23].

2. J. Bertoin. On the local times of noise reinforced Bessel processes. Ann. H.
Lebesgue, 5:1277–1294, 2022. See [Ber22].

3. B. Haas. Tail asymptotics for extinction times of self-similar fragmentations. Ann.
Inst. Henri Poincare Probab. Stat., 59(3):1722–1743, 2023. See [Haa23].

4. B. Haas. Precise asymptotics for the density and the upper tail of exponential
functionals of subordinators. In Séminaire de probabilites, Lecture Notes in Math.
Springer, 2024+. See [Haa24]

5. P. Patie and R. Sarkar. Weak similarity orbit of (log)-self-similar Markov semi-
groups on the Euclidean space. Proc. Lond. Math. Soc. (3), 126(5):1522–1584,
2023. See [PS23].

6. R. Sarkar. Continuous and Discrete Self-Similarity via Classification Schemes of
Markov Processes, and the van Dantzig Problem. PhD thesis, Cornell University,
2022. See [Sar22].

7. T. Simon. A note on the α-sun distribution. Electron. Commun. Probab., 28:Paper
No. 19, 13, 2023. See [Sim23].
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of integrals of Lévy processes. In Séminaire de probabilités XLI, volume
1934 of Lecture Notes in Math., pages 137–159. Springer, Berlin, 2008. doi:
10.1007/978-3-540-77913-1\_6.

[BLM11] A. Behme, A. Lindner, and R. Maller. Stationary solutions of the stochastic
differential equation dVt = Vt−dUt+ dLt with Lévy noise. Stochastic Process.
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a half-line. Bull. Lond. Math. Soc., 43(1):97–110, 2011. doi:10.1112/blms/
bdq084.

[BS15] V. Bansaye and F. Simatos. On the scaling limits of Galton-Watson processes
in varying environments. Electron. J. Probab., 20:no. 75, 36, 2015. doi:

10.1214/EJP.v20-3812.

[BS21] A. Barker and M. Savov. Bivariate Bernstein-gamma functions and mo-
ments of exponential functionals of subordinators. Stochastic Process. Appl.,
131:454–497, 2021. doi:10.1016/j.spa.2020.09.017.

[BY02a] J. Bertoin and M. Yor. The entrance laws of self-similar Markov processes
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Math. (6), 11(1):33–45, 2002. URL: http://www.numdam.org/item?id=

AFST_2002_6_11_1_33_0.

[BY05] J. Bertoin and M. Yor. Exponential functionals of Lévy processes. Probab.
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for exponential functionals of Lévy processes. In Exponential functionals and
principal values related to Brownian motion, Bibl. Rev. Mat. Iberoamericana,
pages 73–130. Rev. Mat. Iberoamericana, Madrid, 1997.

[CPY01] P. Carmona, F. Petit, and M. Yor. Exponential functionals of Lévy processes.
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[Mö15] M. Möhle. The Mittag-Leffler process and a scaling limit for the block
counting process of the Bolthausen-Sznitman coalescent. ALEA Lat. Am.
J. Probab. Math. Stat., 12(1):35–53, 2015. URL: https://alea.impa.br/
articles/v12/12-02.pdf.

[Ngu18] T.D. Nguyen. Tail estimates for exponential functionals and applications to
SDEs. Stochastic Process. Appl., 128(12):4154–4170, 2018. doi:10.1016/j.
spa.2018.02.003.

[Nob58] B. Noble. Methods based on the Wiener-Hopf technique for the solution of
partial differential equations. International Series of Monographs on Pure and
Applied Mathematics, Vol. 7. Pergamon Press, New York-London-Paris-Los
Angeles, 1958.

[NWZ22] J. Nair, A. Wierman, and B. Zwart. The fundamentals of heavy tails—
properties, emergence, and estimation. Cambridge Series in Statistical and
Probabilistic Mathematics. Cambridge University Press, Cambridge, 2022.
doi:10.1017/9781009053730.

[Pak04] A. Pakes. Convolution equivalence and infinite divisibility. J. Appl. Probab.,
41(2):407–424, 2004. doi:10.1017/s002190020001439x.

[Pak07] A. Pakes. Convolution equivalence and infinite divisibility: corrections
and corollaries. J. Appl. Probab., 44(2):295–305, 2007. doi:10.1239/jap/

1183667402.

[Pat05] P. Patie. On a martingale associated to generalized Ornstein-Uhlenbeck pro-
cesses and an application to finance. Stochastic Process. Appl., 115(4):593–
607, 2005. doi:10.1016/j.spa.2004.11.003.

[Pat09] P. Patie. Exponential functional of a new family of Lévy processes and self-
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functionals of Lévy processes. Bernoulli, 19(5A):1938–1964, 2013. doi:10.

3150/12-BEJ436.

[PS85] M. Pollak and D. Siegmund. A diffusion process and its applications to
detecting a change in the drift of Brownian motion. Biometrika, 72(2):267–
280, 1985. doi:10.1093/biomet/72.2.267.

[PS12] P. Patie and M. Savov. Extended factorizations of exponential functionals
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Weierstrass products and Wiener-Hopf factorization. C. R. Math. Acad. Sci.
Paris, 351(9-10):393–396, 2013. doi:10.1016/j.crma.2013.04.023.

[PS17] P. Patie and M. Savov. Cauchy problem of the non-self-adjoint Gauss-
Laguerre semigroups and uniform bounds for generalized Laguerre polyno-
mials. J. Spectr. Theory, 7(3):797–846, 2017. doi:10.4171/JST/178.

[PS18] P. Patie and M. Savov. Bernstein-gamma functions and exponential func-
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[Vig02] V. Vigon. Simplifiez vos Lévy en titillant la factorisation de Wierner-Hopf.
PhD thesis, The University of Manchester (United Kingdom), 2002. URL:
https://theses.hal.science/tel-00567466v1/document.

[Vio16] C. Viola. An introduction to special functions, volume 102 of Unitext.
Springer, [Cham], 2016. La Matematica per il 3+2. doi:10.1007/

978-3-319-41345-7.
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